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Abstract: - This is an innovative system for visually impaired people and acts as a voice assistant for 

them. This system is used to help the visually impaired to have access to the most important features 

of the phone enhancing the quality of the system making use of different custom layouts and using 

speech to text. The system has custom messaging features also. It also have dialer options as well. 

There is an important thing is to know about the current time and location. All the actions are 

performed by the system. The user also read the contents of the message for checking purpose. The 

system also allows the user to open the prescribed application using voice. Our voice assistant 

application give solution for visually impaired people. The custom app doesn’t save any data it is 

dependent on the phones data. 

 

I. INTRODUCTION 

 
             Now a days, many android applications are available which provides many smart things to the users. 

Google’s Android Operating System in Mobile phones are still relatively new, however, Android Operating 

System has been progressing quite rapidly. Easy access to thousands of applications via the Google Android 

App Market – When you love to install applications or games, through Google’s Android App Market can 

download applications for free. Conceived as a counterpoint IOS, Android is a graph showing a significant 

development, it certainly cannot be separated from supports major mobile phone manufacturers who 

participated to bring mobile-phone operating system Android. 

 

II.   RELATED WORK 

 

                      This paper proposed Be My Eyes, a universal voice control solution for non-visual access to the 

Android operating system.[1]It has been observed that nearly about 60% of total blind population across 

the world is present in INDIA.[4]As our society farther expands, there have been many supports for 

second-class citizens, disabled. One of many supports that are urgent is the guarantee of mobility for 

blind people. There have been many efforts but even now, it is not easy for blind people to independently 

move.[2] With the rapid growth of wireless communications, the need for voice recognition techniques 

has increased greatly. Voice applications based on voice interfaces, voice recognition, and voice dialogue 

management can help users to be focused on their current work without extra effort for hands or eyes.[3]. 
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Abstract—The wellbeing and health division is basic to 

human culture and thusly ought to be one of the first to 

get the advantages of forthcoming advances like IoT. A 

portion of the Internet of Medical Things (IoMT) are 

associated with IoT systems to screen the everyday 

exercises of the patients. As of late there has been 

endeavors to structure new therapeutic gadgets which 

screen the prescriptions and help matured individuals for 

a superior helped living. In this paper, one such endeavor 

is made to structure a multipurpose convenient savvy 

gadget named MEDIBOX which enables the patients to 

take their medications at the correct time. This container 

is a capable framework which keeps medications 

prescribed by the doctor and therefore keeps up the 

power of the prescriptions regardless of whether the 

patient is voyaging. Identified with this, we have built up 

cloud-based establishment and checking that stores and 

controls the MEDIBOX usefulness for further 

examination and future adjustment in plan angles. 
 

Keywords: IOT, Android Device, Assisting Device, 

NodeMCU, Power Supply. 
 

I. INTRODUCTION 

 

IoT is making solid advances in the restorative business with 

the presentation of applicable sensors and gadgets. IoMT is a 

gathering of therapeutic gadgets associated with medicinal 

services IT frameworks for various applications. The 

development of IoMT has especially affected human services 

for the matured and handicapped individuals, yet not simply 

restricted to them. In the quick paced world, indeed, even 

standard people need support with their everyday exercises. 

One such imperative action is to assist them with taking their 

medicines once a day without missing any portion. The by 

and by accessible gadgets for prescription adherence have a 

few disadvantages and are confined to fundamental 

usefulness like filling just a solitary need of an update 

framework. The multifaceted nature and cost related with 

increasingly expand frameworks prompted the improvement 

of another versatile gadget in this paper named as 

"MEDIBOX" – a canny prescription apportioning gadget. It 

is intended to help the old individuals who regularly neglect 

to take their prescriptions or take the wrong pills or dose. It 

likewise causes individuals who used to travel much of the 

time and should take customary medicine. Henceforth, we 

proposed a multi-reason, compact IoT-empowered 

MEDIBOX which is utilized deliberately to address those 

relevant issues. 
 

Just around 50 percent of patients hold fast to their medicine 

routine alright to get the full advantages of their remedies. 

There are numerous explanations behind not carefully 

following the routine i.e., carelessness, multifaceted nature, 

absence of legitimate mindfulness about the meds, an absence 

of association from family and companions, etc. Numerous 

individuals can't keep in mind whether they took as much 

time as is needed, particularly the individuals who take 

numerous medications. The individuals who defer their dose 

timings risk an overdose while curing at the following booked 

time. Under and over-measurement of medication, the 

nonattendance of medicine organization and checking 

systems can prompt numerous complexities in wellbeing. In 

spite of the fact that blunders can happen in any phases of 

prescription procedure, it frequently occurs amid the 

organization arrange. MEDIBOX is intended to alarm the 

patient at the correct occasions alongside the right 

measurements in remedy. Alongside reminding a patient 

about prescription it ought to be guaranteed that drugs are 

devoured without corrupting their strength. Capacity is an 

imperative angle of the all-out medication control framework, 

so in the plan of MEDIBOX a fitting situation is made to 

keep up the medication viability. The historical backdrop of 

drugs an individual expended is very vital, so the utilization 

subtleties are transferred to the cloud for further medicinal 

reference. MEDIBOX is additionally skilled enough to 

caution its client about their next meeting with the specialist. 
 

Ambient Assisted Living (AAL) includes specialized 

frameworks to help old people in their everyday exercises to 

permit an autonomous and safe way of life to the extent that 

this would be possible. MEDIBOX is centred around helping 

the old and patients in holding fast to the drugs normally 

come what may, subsequently making a difference them to 

maintain a strategic distance from any future challenges. The 

MEDIBOX structure fuses a controller, sensors for 

estimating a lot of parameters, a continuous clock and a SD 

card module. The cooling framework is consolidated in the 

MEDIBOX utilizing a little Peltier gadget. The subtleties of 

the devoured prescriptions with explicit time interim are 

saved money on a safe cloud that can be utilized for further 

examination. Thus, in this paper, we have planned a social 

insurance framework that, using IoT-empowered sensors and 

important equipment, helps people in taking their 

recommended prescriptions on time evading future results. 
 

II. RELATED WORK 

 

The Internet of Things (IoT) is broadly being perceived by 

scientists as a standout amongst the most modern advances 

with the planned to significantly change wellbeing, security 

and addresses significant effects inside the general public. 

Medicinal gadget organizations are transmuting themselves 

from gadgets/consumable suppliers to illness/care the board 

firms. The IoMT gives a domain in which the patient's 

fundamental parameter subtleties get transmitted through a 

entryway onto a cloud based stage where it is put away, 

totalled and dissected. It helps store information for many 

http://www.jetir.org/
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Abstract :  Social media is a platform where the general public communicates with each other. But there are no proper source 

or media which allows students/teachers to communicate with students/teachers of other colleges that are under 

VTU(Visvesvaraya Technological University). So, in this paper, an Integrated Android Application is described  which allows 

students as well as teachers to communicate with students and teachers of other colleges under VTU and also provides them 

with additional features and functionality. 

 

Index Terms: Integrated, Android Application, Social media. 

 

1. INTRODUCTION 
 

Social media applications are used for posting and sharing information. It is used by a large number of students as well as 
teachers. But when it comes down to sharing information related to achievements in academics or other college related 
activities like Hackathons, Quiz competitions etc., social media applications like Facebook does not provide the right 
platform as they go unnoticed by other students/teachers. Hence, to provide a platform where students as well as 
teachers can interact with other students and teachers, share student related events, ask queries, share/upload notes etc., 
an integrated android application is built to provide all of these features and functionality. 

 

2. LITERATURE SURVEY 
 

There have been several applications and websites developed that are focused on student related activities : 
 
[1] Smart Campus is a mobile as well as web application. It’s main objective is to develop an application for the execution 
of several academic operation to provide students with information regarding complaints, any placement activities, 
general notices, and important notices regarding all departments. But it is applicable for only one University.  
 
[2] University Portal portals integrate campus-specific information and activities which is stored in the campus electronic 
vaults such as databases, file systems and existing application systems, with unstructured data. But lack of or delayed 
communication can hamper progress and slow down the rate at which work is done.  
 
[3] Student App for GDCST is another web application that provides students, teachers and administration to do all their 
study related activities without login to different websites. But it has limitations like students can only receive messages 
and not send them and the university has to create the student’s account. 
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Abstract: In the present interconnected world, digital IDs are used to demonstrate identity. These IDs prove to be 

related to the service being accessed and requires us to apply a significant amount of privacy. The current systems 

possess number of problems such as proxies, vulnerable to data theft but blockchain proves to be the solution for 

this type of Identity related problem. In this paper, we describe a decentralized identity management system that 

ensures users own and control their data by using blockchain technologies. The main objective is to maintain a 

decentralized system to store identity of a person and protect individual identities and massively reduce fraudulent 

activities. 

 
 
Indexed Terms - ReactJS, Blockchain, BigChainDB, Hash. 

 

I. INTRODUCTION 

 

In recent years, Blockchain technology has got more attention in the security field. In past we used to store 

data in a centralized database which is not that efficient, if the database is breached or if someone has knowledge on 

security features of it, data inside it can be easily be amended or misused. By using Blockchain the system that could 

run only under authority, can now run between strangers even they are not trust worthy and that too without any middle-

men. This can achieved by using Blockchain, because it uses decentralized technique for storing data and can expect 

same performance as in centralized fashion, which was not possible earlier using centralized system. Blockchain has 

been our choice to develop the project, Blockchain holds blocks linked together. Each block in a blockchain contains a 

cryptographic hash of the previous block, a timestamp, and transaction data. By design, a blockchain is immutable, 

meaning the data can only be asserted to the chain and no existing data can be modified. The blockchain is also 

transparent, meaning any public address transactions and holding are open for viewing. The system is also decentralized; 

hence the servers won't be overloaded with requests. The system is hence resistant to tampering while being transparent 

to public. 
 

 

II. RELATED WORK 
 
We live in the age where nearly everything about our own identity can be found on the web. Our online information 

impressions are broad, consolidating every little thing about us from our name, age, money related history, work history, 

locations and social records. The Aftermath 2008 report published by Identity Theft Resource Centre [1] has shown that 

financial identity theft crimes was reported by 73% of the respondents while 5% reported criminal cases only, and 2% 

reported governmental issues only. The rest were combination cases: financial and criminal (6%), financial and 

governmental (9%), and a combination of all three types (5%). By combining the blockchain decentralized principle 

with identity verification, a digital ID can be made that would act as a digital watermark which can be assigned to every 

online transaction. The solution can help the organizations to check the identity on every transaction in real time, hence, 

eliminating rate of fraud[2]. Finding an effective method to protect users from identity theft and in this way protecting 

consumers and society as a whole is of urgent importance to maintain a healthy economy and stable social environment. 

The main idea here is to provide the solution for identity theft and Identity management using blockchain tries to 

overcome the identity theft problems. 
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Abstract: Counterfeiting of drugs and medications have been enrooted into our community and the general public 

isn’t aware of it. According to Outsourcing Pharma in 2012 [1], 75% of the world’s counterfeit drugs had some 

origins from India. The volume is alarming and shows the inefficiency in the current system not capable of tracking 

the counterfeit drugs. To fix situation of such scale will be requiring a complete change in the system and can’t be 

achieved without the help of general public. SmartChain is the software as service we are providing to manufacturers, 

pharmacists, and general public to make a system which will be able to make each drug identifiable and help 

pharmacists and users distinguish between counterfeit and authentic drugs. The main objective of SmartChain is to 

help users from distinguishing counterfeit and genuine drugs in doing so helping overcome other problems such as 

Ensuring brand safety, preventing hazards led by consuming, counterfeit drugs, creating awareness in general public, 

being a support system to authorities to track the origin of counterfeit drugs. 

Indexed Terms - ReactJS, Blockchain, bigChainDB, QR code, Cloud Services, Hash. 

 

I. INTRODUCTION 

 

      This paper covers the issues with the current supply management systems’ measures taken to help distinguish 

between the genuine and counterfeit drugs. The paper also includes chapters which will be talking about the 

project work done on the same issue to build a system which works more efficient than existing ones and will 

have a positive impact on not just improving the numbers statistically but also creating awareness in society 

that not to take consumption of medicines for granted. 

            Blockchain has been our choice to develop the project, Blockchain holds blocks linked together. Each block 

contains a cryptographic hash of the previous block, a timestamp, and transaction data. By design, a 

blockchain is immutable, meaning the data can only be asserted to the chain and no existing data can be 

modified. The blockchain is also transparent, meaning any public address transactions and holding are open 

for viewing. The system is also decentralized; hence the servers won't be overloaded with requests. The system 

is hence resistant to tampering while being transparent to public. 

 

 

II. RELATED WORK 

 

            The current supply chain management system works based the Drug companies. The drug companies handle 

the medicines being supplied at their will, based on the margins, return of investment, vulnerability of drug 

getting counterfeited, hence we can conclude there is no uniformity in how the drugs are supplied or managed. 

Some of the existing techniques [2] include improving packing of drugs where the packing is done in such a 

way that if there is any tampering of packages meaning the drug has been counterfeited, RFID where 

medicines are tagged and these tags are used as seals to identify the product as genuine, mass encryption 

technology, and use of holograms which is also used to tag products to help others identify it as authentic. 

These techniques have proven to be expensive as per either price or time consumed. The techniques used are 

an overhead to manufacturer to integrate such methods as margins are very low and won’t be worth for 

manufacturer to deliver products who’s packaging will cost more than actual medicine. These techniques have 

http://www.jetir.org/
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Abstract: Road for continuous and approaching traffic. This helps keeping the progression of traffic. By 

and large, there is equivalent number of paths for both progressing and approaching traffic. For instance, 

in any city, there is mechanical zone or shopping zone where the traffic by and large streams in a single 

heading in the first part of the day or night. The opposite side of Road divider is for the most part either 

unfilled or under-used. This is valid for pinnacle morning and night hours. This outcomes in loss of time 

for the vehicle proprietors, roads turned parking lots just as underutilization of accessible assets. Our 

thought is to detail an instrument of computerized mobile road divider that can move paths, with the goal 

that we can have progressively number of paths toward the hurry. The total effect of the time and fuel that 

can be spared by adding even one additional path to the course of the surge will be noteworthy. With this 

application proposed underneath, we will likewise wipe out the reliance on manual mediation and manual 

traffic coordination so we can have a more astute traffic everywhere throughout the city. A Computerized 

portable road divider can give an answer for the previously mentioned issue viably. This is conceivable 

through IOT. IOT alludes to Web of Things where the genuine digitalization comes into picture. Here 

sensors has a noteworthy job. We can accomplish this utilizing Arduino board. On the off chance that the 

stream is smooth on either side, at that point there is nothing to stress except for the path which is having 

more traffic, the divider is moved to a specific separation to the smoother path so as to smoothen the 

bustling path. 

Keywords—Raspberry – pi, image processing, traffic control, Vehicle counting, Arduino Board, Pi 

Camera, Ultrasonic sensors.    

  

I.INTRODUCTION  

 

The issue with Road  Dividers is that the quantity of paths on either side of the road is fixed. Since the 

assets are restricted and populace just as number of vehicles per family is expanding, there is huge 

increment in number of vehicles on roads. This calls for better use of existing assets like number of paths 

accessible. The primary point of this task for  the traffic controlling. The reason for the venture is to 

diminish the season of voyage in the pinnacle hours and to maintain a strategic distance from traffic 

blockages and to give a superior and a more intelligent answer for the above  traffic issues  
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Abstract—One of the basic goal of technology is to merge various technologies to make life easy. NFC or 

Near Field Communication is one such technology. NFC technology have become increasingly prominent 

over the past few years. It has created a revolution among users as consumers switch to cardless transactions 

and digital transactions. Payments through NFC technology aims at providing users a secure transaction from 

customer to retailer by providing an easy user experience with less human interference. NFC are built in 

different kind of devices such as mobiles, wristbands, cards, tags etc. which allows transfer of information or 

payment credentials between any such NFC enabled devices. In this research an NFC card is used to store 

minimal payment credentials which is transferred to other device during payment. 

 

Keywords: NFC, Digital transactions, NFC card. 

 

I.  INTRODUCTION 

As an indispensable part of commerce environment, payment with paper currency and in face-to-face way has 

existed for centuries. With the rapid development of technology, payment has been persistently changing from 

traditional methods to the ones faster and more convenient. For the past decades, along with the popularization 

of the internet, the E-commerce has emerged and fitted in many fields around us. Therefore, internet has made 

it possible to revolutionize the way we do payment. The mobile payment refers to payment services operated 

under financial regulation and performed from or via a mobile device. Internet environment and mobile 

devices make merchants and customers around the world connected. With the information technology, the 

mobile payment can simplify payment procedure tremendously. Users of mobile payment can get rid of the 

limitation from real currency and geography. Recently mobile payment has sharply risen with the issue of the 

Google Wallet. The value of mobile transaction is expected to reach more than $ 600 billion by 2020 and 

Asia, Western Europe and North America will be responsible for most of all mobile payment transactions. 

Near Field Communication (NFC) is an emerging technology for short range communication between two 

electronic devices. It is based on the Radio Frequency Identification (RFID) which uses magnetic field 

induction to enable communication. NFC operates within the 

globally available and unlicensed radio frequency ISM band 

of 13.56Mhz, whereas other contactless technologies such as 

Bluetooth operates in 2.4Ghz frequency. Digital Payment 

systems are broadly defined as any system used to perform 

transactions through monetary value and requires both parties 

to adhere to the technologies which are necessary for digital 

transactions. 
 

 

A. EXISTING SYSTEM 

In the current system, Paytm is available in 11 Indian languages and offers online use-cases like mobile 

recharges, utility bill payments, travel, movies, and events bookings as well as in-store payments at grocery 

stores, fruits and vegetable shops, restaurants, parking, tolls, pharmacies and education institutions with the 

Paytm QR code. 

 

DISADVANTAGES OF EXISTING SYSTEM  

FIG 1: COMPONENTS OF NFC TAG 

http://www.jetir.org/
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Abstract: Outlier detection in machine learning identifies events or actions that do not meet expectations of existing events in a 

dataset. These events can lead to various defects, frauds or errors. Outlier detection is an important issue that is researched in 

several research areas and also in various application domains [1]. Such values in an agriculture dataset may have effects on 

plant growth. So, outlier removal is an important process. Soybean being one of the most grown crops and even most asked 

crops in the world is contributing to 25% of world’s edible oil. Outliers present in the factors such as seed, leaves, stem, seed 

size, roots etc. may have hostile effects on plant growth of soybean crop. Hence detection of outliers in soybean crop growth 

becomes an important to achieve high yields. This allows the farmers to minimize yield losses taking correct actions when 

necessary. The proposed system uses machine learning techniques such as linear regression and Random Forest to find 

anomalies and remove them, thus increasing prediction accuracy of plant growth.  

 

Keywords- Outliers, Soybean, regression, classification 

 

I. INTRODUCTION 
 Soybean crop is considered to be one of the most important crops in the world. The importance is not only as oil seed 

crop and feed for livestock but also is a good source of protein for human diet. The demand for soybean has increased since a 

decade which has challenged its supply. In order to meet the demand, it is important to increase the crop yield [2]. Exploitation 

of Soybean crop in India started four decades ago and since then the production and demand for the crop has increased 

unparallelly. Soybean and their derivatives are most traded commodity and accounts for about 10% of global agriculture trade. 

The demand for Soybean and its products has rapidly increased since 1990s and has crossed the trade for wheat and other coarse 

grains [3]. However, various factors may have direct or indirect effect on soybean crop growth rate. These factors include month, 

precipitation, temperature, hail, germination, seed, seed-size, leaves etc. Any anomalies detected in any of these attributes may 

delay plant growth. Thus, removal of such anomalies becomes important. 

 

Outliers are extreme values that fall beyond other observations. Outlier detection or anomaly detection is the process of 

identifying those values that fall beyond the normal distribution. In agriculture, a lot of research is carried out on yield data due 

to its importance in crop management. Most of the datasets available in the repository may have a minimum of 10% erroneous, 

missing or not available values [4]. Agriculture dataset like soybean have several errors like outliers and missing values due to 

some unknown sources which lead to wrong prediction. For example, poor weather condition during a particular season may 

affect crop growth during that season. A vast number of unsupervised, semi supervised and supervised algorithms are found in 

the literature for outlier detection. These algorithms further can be classified to classification-based, clustering-based, nearest 

neighbour based, density based, information theory based, spectral decomposition based, visualization based, depth based and 

signal processing-based techniques [4]. The proposed model uses data pre-processing technique such as Z-score for outlier 

detection. 

 

 

II. RELATED WORK 
 Varun Chandola [1] provided a structured and comprehensive outline of research on outlier detection. Here existing 

system is divided into different categories, and to each category key assumptions were applied to distinguish normal and 

abnormal behaviour. Acu˜na [5] proposed various techniques to detect outliers and also provided experimental results that show 

improved effectiveness of performance of classifiers on outlier removal. Nedunchezhian [7] presented missing value problems in 

data mining and evaluated few methods used for missing value imputation. Sánchez [11] compared predictive accuracy of ML 

and linear regression techniques for crop yield prediction in ten crop datasets. Various algorithms were used for massive crop 

yield prediction in agricultural planning. 

 

 

 

 

 

III. BACKGROUND PROBLEM 
Though, previous researches have proved that outliers decrease the classifier accuracy, there are no paper suggesting 

the best algorithm suitable for the soybean dataset to increase the production growth. This research gap has motivated to propose 

this model. 
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Abstract: Among women worldwide, Breast cancer is one of the most common cancer cases. BC is characterized by the mutation 

of genes, constant pain, changes in the size, color (redness), skin texture of breasts. The objective is to classify Breast cancer into 

either Benign or Malignant tumor.  Today, Machine Learning (ML) Techniques are being broadly used in the breast cancer 

classification problem. They provide high classification accuracy. In this paper, we present three different algorithms: Support 

Vector Machine (SVM), Artificial Neural Networks (ANNs) and Decision Tree for Breast cancer classification. We propose a 

comparison between the three implementations and evaluate their accuracy. 

Index Terms-Breast cancer, Decision tree, Support Vector Machine, Artificial Neural Networks, Diagnosis. 

1. INTRODUCTION 

Breast Cancer’s causes are multifactorial and involves family history, obesity, hormones, radiation therapy and even 

reproductive factors. Every year, one million women are newly diagnosed with Breast cancer, according to the report of the 

World Health Organization (WHO) half of them would die, because it’s usually late when the doctors detect the cancer. Breast 

Cancer is caused by typo or mutation in a single cell, which can be shut down by the system or causes a reckless cell division. If 

the problem is not fixed after few months, masses are formed from cells containing wrong instructions. Malignant tumors expand 

to the neighboring cells, which can lead to metastatic tumor or reach other parts, whereas benign masses can’t expand to other 

tissues, the expansion is then only limited to benign mass. Many previous studies confirm that detection of breast cancer in early 

stages significantly increase the chance of survival because it prevents the spreading of malignant cells throughout the entire 

body. The main contribution of this paper is to review the role of machine learning techniques in early detection of the breast 

cancer [1]. 

Artificial Intelligence (AI) can be applied to improve breast cancer detection and diagnosis. Combining AI and Machine 

Learning (ML) methods enables the prediction and empower accurate decision making. Machine learning is a set of tools 

utilized for the creation and evaluation of algorithms that facilitate prediction, pattern recognition, and classification. ML is 

based on four steps: Collecting data, picking the model, training the model, testing the model. The relation between BC and 

ML is not recent, it had been used for decades to classify tumors and other malignancies, predict sequences of genes 

responsible of cancer and determine the prognostic. The classification’s aim is to put each observation in a category that it 

belongs to. In this study, we used three machine learning classifiers which are Support Vector Machine(SVM) Classifier, 

Artificial Neural Network(ANN) and Decision tree Classifier. The purpose is to determine whether a patient has a benign or 

malignant tumor. In this study, we customize three techniques of machine learning for classification of breast cancer. We use 

the Wisconsin breast cancer database. The purpose of this article is developing effective machine learning approaches for 

cancer classification using three classifiers on a data set. The performance of each classifier will be evaluated in terms of 

accuracy, training process and testing process. 

2. BACKGROUND 

In this section, we first introduce the breast cancer classification, then different machine learning techniques used in our 

cancer classification. 
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Abstract:  21st Century world requires transparency in all the operations and procedures, may it be government or any private sector 

organizations. Hospitals and health care systems require transparency in the way they work and operate. For example, monitoring 

what happens inside an ICU or Operation theater requires transparency because of incidents of clinical trials, drug abuse and 

smuggling of organs reported. In case of a quarantined patient, his/her visitors are prone to be infected and also if the visitors carry 

foreign bodies, it might affect other patients in the ICU. The system presented here in the paper tries to solve the above problems 

by providing a simple and cost-effective solution. 

IndexTerms - ReactJS, HLS, API, OTP, Streaming Services 

 

I. INTRODUCTION 
 

 

As much as hospitals are places of hope, of second chances and recovery, they can also be the cause of severe anxiety and 

financial burden for many. When a loved one is seriously ill or injured, we tend to completely trust a hospital and its doctors, without 

so much as a shadow of a doubt. Now, we are not saying that someone can take advantage of this situation, but it is crucial for 

everyone to know about their rights at every place. Keeping this in mind, the Ministry of Health and Family Welfare (MoHFW) 

released a ‘Charter of Patients Rights’ [0] that compiles the lawful rights as stated in the Constitution of India. Some of the rights 

include right to information, right to reports and records, right to informed consent and right to confidentiality, human dignity and 

privacy. 

Admission to the Intensive Care Unit (ICU) is a crisis situation for the patient and his family members. Being in an unfamiliar 

environment, fear, feeling hopelessness and lack of awareness about the disease are among factors that can cause a crisis in these 

patients and their family members [1]. Paying attention to the specific needs of these patients and their families, and responsiveness 

of nurses and doctors in these unites are one of the essential elements of quality of care [2]. Visiting patient as a positive and 

effective way to help patients and families to adapt better with stress and crisis has been highlighted in many studies [3-5]. The 

importance of these issues is to such an extent that health policy makers in some countries have offered medical centres the 

implementation of open and flexible visitation [6]. On the other hand, the physical space restrictions and other obstacles ahead have 

created much discussion about the management of visiting hour’s policies in ICUs [7]. Thus, there is no consensus on a particular 

model for this issue [8]. 

Visiting a patient in an ICU also risks the spreading of infection by foreign bodies being carried by visitors into the ICU or vice-

versa.  

Factors that may affect the transfer of microorganisms from one surface to another and cross-contamination rates are type of 

organisms, source and destination surfaces, humidity level, and size of inoculum [15, 16]. However, other factors playing a role in 

contamination and cross-transmission rate in the ICU may include hand hygiene compliance, nurse-staffing levels, 

frequency/number of colonized or infected patients, ICU structural features (e.g., single-bed or multi-bed ICU rooms) and adoption 

of antibiotic stewardship programs [17, 18]. The issue of environmental contamination may pose an even greater challenge in the 

ICU, where patients are critically ill, with several risk factors for nosocomial infections [19], and the highest standard measures for 

infection prevention cannot always be addressed due to impelling, life-threatening conditions. 

 

 

 

 

 

http://www.jetir.org/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4676153/#CR15
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4676153/#CR16
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4676153/#CR17
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4676153/#CR18
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4676153/#CR19




© 2019 JETIR  April 2019, Volume 6, Issue 4                                                           www.jetir.org  (ISSN-2349-5162) 

JETIR1904O33 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 217 
 

DESIGN AND DEVELOPMENT OF 

EXTERNAL SUPPORT SYSTEM FOR 

DISABLED ARM 
1Darshan S K, 2Sindhu G M, 2Chidanada J, 1Roopesh Kumar B N 

1B.Tech, 2B.Tech, 2B.Tech, 1Assistant Professor 

Computer Science and Engineering,  

K S Institute of Technology, Bangalore, India 

 

Abstract :  In the work presented in this paper the conceptual design and actuation of one new exoskeleton of the upper limb is 

presented. The device is designed for application where the motion of the human arm is supported by an external aid which runs 

with the help of a windshield wiper motor which is in turn controlled by a VNH2NP30 DC dual motor driver and is also capable 

of gauging the weight by a load cell for which an amplifier HX711 load cell amplifier is used and also connected over the internet 

through the node MCU ESP32 which is a Wi-Fi module. The motor is set made to rotate with a 12V battery as its source of power 

input. All the functionalities are controlled and programmed by Arduino UNO microcontroller. By programming the Arduino 

UNO microcontroller we can achieve the direction of the exoarm rotation and also the speed and torque of the movement of the 

exoarm. 

 

IndexTerms - Exoskeleton, wiper motor, VNH2NP30 DC dual motor driver, node MCU ESP32, Arduino UNO, exoarm, 

load cell, HX711. 

I. INTRODUCTION 

Exoskeleton is an externally wearable robot with joints and limbs corresponding to those in the human body. Exoskeleton 

transmits torques to human joints by means of actuators allocated in its mechanical structure. Exoskeletons are used for four basic 

functions by means of different control algorithms. The design for these type of model play and important and a vital role as to 

keeping into consideration the stress and strain that will be imposed on the human body due to the load that is been put up on the 

human body. As the motion of the forearm plays an important role we should make sure that there is no higher stress or strain on 

the joint of the forearm. As IoT is having a huge impact on the current society collecting the data and updating to the internet can 

help in the maintenance and also upgradation based on the users experience and monitoring those.[1] The objective of the work 

presented in this paper is to create a new concept project of a soft upper-limb force-feedback exoskeleton. The device to be used 

is an exoskeleton with a wearable structure and anthropomorphic workspace that can cover the full range of motion of a human 

arm.[2] Device should enable an application of force within a wide range of human limb and reproduction of natural 

compliance.[3] The device to be designed can be used for application where both motion tracking and force feedback are required 

II. EASE OF USE 

Exoskeleton arm. 

An exoarm is abbreviation used for exoskeleton arm ,so the main components to the design of an exoarm are a car windshield 

wiper motor, a VNH2NP30 DC dual motor driver which is used to control the wiper motor, a 12V Battery for power supply and an 

Arduino UNO microcontroller which is used to control the whole system combined together, a load cell which is used to gauge the 

weight of the object that is to be lifted and an HX711 amplifier to amplify the load cell and at last a node MCU ESP32 Wi-Fi 

module to fetch and update the data from the exoarm to the internet using the concept of IoT. 

 

Figure1: Exoskeleton arm design 
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Abstract:-Automobile number plate recognition is an image processing technology which uses number plate to identify the 

automobile. The objective is to design an efficient authorized automobile identification system by using the automobile number 

plate. The system  is implemented on the entrance for the toll gate payment system, security control of a highly restricted area like 

military zones or area around top government offices, school, college or society parking. The developed system first detects the 

automobile from the video and then makes frame from the video part by part. Automobile number plate region is extracted using the 

image segmentation in an frame. Tesseract Optical character recognition (OCR) technique is used for the character recognition. The 

resulting data is then used to compare with the records on a database so as to come up with the specific information like the vehicle 

owner, place of registration, address, etc. The system is implemented and it performance is tested on video. It is observed from the 

experiment that the developed system successfully detects and recognize the automobile number plate from video. 

Keyword:- Image Processing ,Tesseract ,OCR ;   

I.INTRODUCTION: 

                   India is a 2ndmost populated country in the world and also a developing country, and increasing population means 

increase in number of vehicles and managing them is a humongous task. Often this organized chaos leads to traffic jams and traffic 

rule violations and also this problem is seen while passing through toll gates. The idea is to completely automate the process of 

recognizing vehicle using existing cameras on highways, toll gates etc. Plate recognition range, where the cameras are able to 

capture the vehicles plates with sufficient resolution, starts from 20 to more than 50 meters away from the camera location. What we 

are doing is to completely automate the toll and parking fee payment systems using vehicle recognition system which will also help 

in monitoring fake number plates thus providing security, efficiency and at the same time saving cost. Since, number plate is the 

only trustworthy identity of a vehicle in Intelligent Transportation Systems (ITS) and correct vehicle identification depends highly 

on the accuracy of number plate recognition systems. 

II. LITERATURE SURVEY 

Title 1: SYSTEM FOR COLLISION PREDICTION AND TRAFFIC VIOLATION DETECTION 

Abstract: The invention refers to a system for monitoring, analysing and reporting incidences of traffic violations at a predetermined 

area in real -time, prospectively or retrospectively. Specifically, the invention refers to a system and method of monitoring, 

analysing, predicting and reporting or Warning the incidence of a pastor imminent traffic violation by acquiring a moving object 

Within a predetermined boundary, assigning a path to the moving object and based on a plurality of thresholds, determining the 

likelihood of a traffic violation type and occurrence. 

Title 2: A hybrid License Plate Extraction Method Based On Edge Statistics and Morphology 

Abstract: A hybrid license plate extraction algorithm based on the edge statistics and morphology for monitoring the highway 

ticketing systems. The method can improve the location rate only by the edge statistics. The proposed approach can be divided into 

four sections, which are, vertical edge detection, edge statistical analysis, hierarchical-based license plate location, and morphology-

based license plate extraction. The algorithm can quickly and correctly detect the region of vehicle license plates. Under the 

experiment databases, which were taken from real scene, 9786 from 9825 images are successfully detected. The average accuracy of 

locating vehicle license plate is 99.6%. 

Title 3: Combining Hough Transform and Contour Algorithm for detecting Vehicles License-Plates 

Abstract: Vehicle license plate (VLP) recognition is an interesting problem that has attracted many computer vision research groups. 

One of the most important and difficult task of this problem is VLP detecting. It is not only used in Precognition systems but also 

useful to many traffic management systems. Our method is used for the VLP recognition system that deals with Vietnamese 

VLPsand it can also be applied to other types of VLPs with minor changes. There are various approaches to this problem, such as 

texture-based, morphology-based and boundaryline based. In this paper, we present the boundary line-based method that optimizes 

speed and accuracy by combining the Hough transform and Contour algorithm. The enhancement of applying the Hough transform 

to contour images is that the much improved speed of the algorithm. In addition, the algorithm can be used on VLP images that have 

been taken from various distances and have inclined angles between ±300 from the camera. Especially, it can detect plates in images 

has more than one VLP. The algorithm was evaluated in two image sets with accuracy of about 99%. 
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Abstract: Water theft is illegal tapping of water supply systems. Together with losses from water leaks in piping, water theft is 

one of the major factors contributing to non-revenue water in urban areas. In this paper, a method is proposed for remote water 

monitoring and preventing water theft by ensuring the flow rate is normal. The consumer/user is provided with a web 

application with options to check the water level, request for more water, and post-paid bill payment based on the consumption 

of water. The flow rate is recorded using a water flow sensor and the data is transmitted to a remote monitoring station. A 

solenoid valve is used to turn on/off by the central processing unit Raspberry Pi to stop the water supply when it exceeds a pre-

defined limit. The admin monitors the water level at the user end, send notifications to the users, and detect the leakage of 

water using a moisture sensor. The method employs Internet of Things for wireless communication.  

 
Index Terms – Water Theft, Solenoid Valve, Raspberry Pi, Internet of Things 

 
I. INTRODUCTION 

  

Water is one of the most vital resources for all life on Earth. It is used in household, agriculture, industry and recreational 

purposes. Economic growth has led to an increase in water demand by enterprises. Excessive water drawing by connecting 

motor-pump sets to water lines is described as water theft. This is one of the major reasons contributing to non-revenue water 

in urban areas.  The safe monitoring of water in the enterprises can prevent water theft and water leakage. In recent years, 

many systems have been proposed for the prevention of water theft and water leakage.   

 

In this methodology, it is proposed to develop a remote water monitoring and water theft prevention system by recording the 

water flow rate at the user/consumer end. The user is provided with a web application where the user can login to his/her 

account using the required username and password credentials. Upon logging in to the web application, the consumer can 

check the water level in the tank using an Ultrasonic Sensor placed inside the tank. The user can also request for more water. 

The requested quantity of water will flow into the user’s tank if it is not already full. A solenoid valve is used to turn on/off by 

the central processing unit Raspberry Pi to stop the water supply when it exceeds a pre-defined limit. A bill will be generated 

based on the amount of water consumed by the user. The admin can also login to the web application using the required 

username and password credentials. The admin monitors the water level at the user end, send notifications to the users, and 

detect the leakage of water using a moisture sensor. The data from the sensors are communicated wirelessly to a remote 

monitoring station. The method employs Internet of Things for wireless communication. 

 

II. LITERATURE SURVEY 
  

 The recently developed solutions for the prevention of water theft and/or water leakage include Anti-theft control 

system, embedded based remote water monitoring and theft detection and prevention system, water environment monitoring 

system based on wireless networks. 

 

[1] Anti-theft control system for drinking water supply. It makes use of an embedded based remote water monitoring system 

by recording the flow rates at the consumer/user end. Its main objective is to control drinking water theft in domestic areas. 

 

[2] Embedded based remote water monitoring and theft detection and prevention system. The objective of this system is to 

deliver wholesome water to the consumer at a particular area and in adequate quantity and to achieve continuity and maximum 

coverage at an affordable cost. 

 

[3] Water environment monitoring system based on wireless networks. It proposes a system which is suitable for complex and 

large scale environment monitoring, such as for lakes, swamps, rivers, and shallow or deep ground waters. 
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Abstract—Increase in  internet technology cyber-crime are 

being increased  day by day and committed by attackers. 

Data recovery methods and practical frameworks are used 

for investigation. In cyber-crime huge amount log date is 

been collected, transaction of data leads to storage of large 

amount of data and analyze them.[1] It is difficult for 

Forensic investigators to find out the clue and analyze the 

data. In log files large amount data is generated in every of 

action so it is difficult for forensic investigators to find out 

clue and analyzing the data. This paper focuses on 

collecting the data from cyber system and web browsers, 

forensic analysis and remote system forensic which is to be 

used as evidence for detecting the suspect during the 

investigation[2]. Decision tree is one of the technique which 

can help for forensic investigation purpose so system can 

adopt a way by which using decision tree for generating, 

storing and analyzing the data retrieved from log files. This 

paper focuses on how decision tree can allow system to 

quickly, easily and inexpensively analysis of log data 

available in various file formats for file forensic analysis[3]. 

Keywords—Data Collection; Log Data Collection; Digital 

Forensic Tool; Clustering 

I. INTRODUCTION 

Digital forensics is the branch of forensic science recovery 

and investigation for digital devices often done in computer 

crime. Digital forensic is a synonym for computer forensics 

and expanded to cover investigation done for storing the 

digital data. Digital forensics have a variety of applications. 

This is used to support hypothesis before criminal courts. In 

the form of technical   investigation aspect is divided into 

several branches related with the digital device involved 

.The different types of forensic science are network forensic, 

forensic data analytics and mobile device forensics 

.Identification of evidence of a crime digital forensics has 

been used to attribute evidence to suspects. Investigation are 

much broader and scope than any other areas of forensic 

analysis involving complex times on hypothesis. The next 

few years computer crimes are increased and laws are 

passed to deal the issues of copyright privacy and child 

pornography. 

Ex. Cyber-crime, cyber stocking , online predictors[5]. 

Recovery of data from digital devices is nothing 

but digital devices, Different Tools and applications are used 

for digital forensic but there are certain limitations 

.Technical challenges implement small scale of data mining 

in which decision tree can support for efficient classification 

of data[6]. 

 
Fig.1: Global market share of search engines 

Decision Tree (DT) technique is one among which 

can help for file forensic investigation purpose. Every 

system can use Decision Tree technique for generating, 

storing and analyzing large amount of data retrieved from 

log files which pose as evidence in file forensic analysis. 

This paper focuses on how Decision Tree can allow system 

to quickly, easily and inexpensively analysis of log data 

available in various file formats for file forensic analysis[4]. 

General methodology is being used for digital forensic 

analysis as follows 

 
Fig.2: General methodology for digital forensic analysis 

Preparation: In the preparation phase, the data is 

obtained and stored for backup in storage devices. A hash of 

all the trace data is preserved. A copy of the data will be 

analyzed and the original network traffic data which is not 

alter by hacker. 

Detection: Once log file gathered, the next step is 

to recognize the presence of nature of an attack. If there is 

any suspicious activity, then type of an attack can be 

detected 

Generation: generation of huge amount of data 

which requires amount of storage memory and the system 

must be able to handle different log data formats 

appropriately. 

Examination: Once data get collected from 

different nodes it will get integrate into large dataset. This 
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Abstract—The modern airline search system is inclusive set 

of similar products to present a system that provides money 

to a wide variety of airline management tasks and provides 

services to the customers from the time of initial reservation 

to the completion of reservation. Travelling by air is one of 

the most common modes of travel. Now-a-days airline 

companies provide a wide range of timings for the 

customers who wish to travel by air. Increase in trade and 

investment leads to greater moment of people, goods, 

capital. Due to this the frequency in travel increases there is 

a need to provide an intelligent application that is capable 

to meet the needs of travel. The objective of the project is to 

create an Airline search system where travelers can search 

for availability information of their desired flights and 

system returns the result in more efficient manner than the 

existing system. 

Keywords—Web Scrapping, Elastic Search, Cluster, Index, 

Shards 

I. INTRODUCTION 

The airlines have managed to reduce the distance between 

the places which are located miles apart to merely in hours 

and minutes. There are many airlines that covers thousands 

of miles every day and therefore travel has become an 

acceptable part of one’s routine. To ensure that we get to 

where we need on time travellers have to search flights in 

advance. A majority of airlines have online based search 

system as most of the travellers search flights to facilitate 

their travelling process by booking their flights online. The 

search results are returned by querying the database. For 

improving the efficiency elastic search is implemented. [1] 

Web Scraping is also called as data scrapping 

which is utilized to draw out data from websites. This is a 

stack that may approach WWW(WorldWideWeb) using 

HTTP(HyperTextTransferProtocol) or along with a browser. 

The content may be parsed, searched and the data 

is transferred to a spreadsheet. This is also utilized for 

applications such as contact scraping, web indexing, web 

mining etc.…Web pages are designed using markup 

languages such as HTML and XHTML and it comprises of 

useful information. Most of the web pages are built for end 

users but not for automated use. Hence, web scraping is an 

API (Application Programming Interface) which is utilized 

to draw out the information from a website. Amazon AWS 

and Google supply web scraping instruments and the 

information available for public for free of cost. [2] 

Elastic search is a near real time search platform 

which means to say that there is only some small amount of 

time latency from the time you index a document until it 

becomes available for searching. 

Cluster is a collection of one or more nodes (one or 

more servers), the name of a cluster should be unique 

otherwise we might enter accessing wrong clusters. A node 

is a single server which is a part of cluster. Each node must 

be provided with a unique name. By default, the naming is 

provided using UUID (universally unique identifier). All 

nodes by default belong to a cluster called elastic search. A 

cluster can have several nodes. 

Index is a collection of documents that have similar 

characteristics. Index is identified by a name. A cluster can 

have many indexes. Each index can have only one type. An 

index can store large amount of data that exceeds storage 

space or reduces the time to search. To solve this problem, 

we can divide an index into multiple pieces called shards. 

When we create an index, we can tell the number of shards 

we want. If the shard or index goes offline or disappears to 

this end, elastic search allows to make one or more copies of 

index shards into what are called replica shards. Document 

is an information of a single person ―It is like a single row in 

a database table‖. The document is expressed in json. 

II. RELATED WORK 

Searching techniques including Elastic search have been 

studied by many researches. Although there are many 

researches conducted in past for analyzing the real time 

search techniques, these techniques play an important role 

for new trends in Travel and Tourism industry which in turn 

helps for all organizations associated with this field. This 

survey also explores challenges and future issues of search 

techniques. 

Alexis Michaelides et.al [3], This paper proposes 

evolution of modern software agent technology which has 

given rise to an extensive overuse of the term agent. It also 

provides the reader with some thoughts, ideas and questions 

on the general subject of agent theory and intelligent 

systems, solely as a starting point for further research. 

Courtney McTavish et.al [4], This paper describes 

a system which uses an agent to perform search, booking 

activities which can improve the speed of the search and 

reduces the cost and this also proposes an agent that travel 

from hotel to hotel by calculating details on the list of 

available facilities, price and customer experience. 

Bogdanwalek et.al [5], This paper proposes fuzzy 

approach and expert system for hotel booking. The proposed 

approach is based on evaluating hotel services for different 

kind of hotel guest. The output of the expert system is a 

proposal of suitable hotel services for hotel guest during the 

process of hotel booking. 

Landro Castro et.al [6], This paper presents a 

paradigm of system in the areas of San Juan, Argentina, to 

recommend tourist package based on priorities and interest 

of every user. AI (Artificial Intelligence) methods are 

utilised to separate and customize the information. 

Marcin Bajer et.al [7], This paper is used to process 

Iot(Internet Of Things) data through the implementation of 

elastic search. The tools were designed to handle large 

number of log data, it can be applied to store, search and 

visualize other type of information -which includes IoT data. 

Different kinds of preferred devices employed in the 

building of ABB Corporate Research in Krakow have been 
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Abstract 

The Healthcare Analytics(HcA) is a process in which clinical data is analyzed and patient’s treatment is performed. The 
treatment depends on the analysis of clinical data accumulated from Electronic Health Records (EHRs), pharmaceutical and 
research and development cost and claims of patient. Lung cancer is the most common among cancer disease and the foremost 
reason for deaths in both men and women. In this research work EHRs are analyzed and the survivability rate is predicted for 
lung cancer. Researchers apply Machine Learning Techniques (MLT)for predicting the survivability rate so that chemotherapy 
can be provided for cancer affected people. MLTare well accepted by doctors and work well in diagnosing and predicting cancer. 
An ensemble of Support Vector Machine (SVM), Naive Bayes (NBs)and classification trees (C4.5) can be used to evaluate 
patterns that are risk factors for lung cancer study. The North Central Cancer Treatment Group (NCCTG) lung cancer data set 
along with new patient data is used for evaluating the performance of support SVM, NBs and C4.5. The comparison isbased on 
accuracy, Area Under the Curve(AUC) , Receiver Operating Characteristic (ROC) and the resultshows that C4.5 performs better 
in predicting lung cancer with the increase in training data set. 
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1.  Introduction   

HcA uses healthcare data based on certain conditions that define how clinical care can be improved by regulating 
unnecessary delay for treatment [1]. The fast escalating field of Big Data Analytics(BDA)is the vital part of 
healthcare domain which provides tools to accomplish, examine, and adapt huge sizes of dissimilar, structured, and 
unstructured data. BDA is effectively used by several healthcare organizations and is appropriate in healthcare 
analytics. 

Early stage of lung cancer can be predicted for further treatment and data is available throughout the world. 
Majority of this data is not organized and researchers are not able to understand to provide predictive solutions. 
Some nations have made the data available in an organized manner to apply MLT and as prediction varies finding 
out the best machine learning algorithm is a research challenge. The most important features involved in the 
incidence of lung cancer needs to be extracted using knowledge discovery and data mining algorithms. 

Applying MLT to lung cancer data helps to rank the attributes for accurate survival prediction which will be 
beneficial for the doctors and patients. This helps in decision making that determines the best path of treatment for a 
lung cancer affected patient. The paper is organized as follows: Section 2 summarizes the recent research related 
work based on the MLT for the lung cancer patients using different classification techniques, followed by Section 3 
that includes the methodology which defines the system architecture, dataset, comparison of ML Algorithms with 
results and implementation. Performance evaluation includes experiments and results which is presented in Section 
4 andSection 5presents the conclusion and future work. 

 

2. Related Work  

Lung cancer starts in the tissues of the lungs which is the main source of tumor in both men and women. Like 
different diseases, lung cancer happens after rehashed affront to the hereditary material of the cell. By far the most 
widely recognized source of lung cancer is tobacco and is the cause of around 85% deaths [2]. Lung cancer is an 
uninhibited advancement of eccentric cells that affects in solitary lung or both the lungs in the line air division 
area[3]. 

Recent study shows that cancer survival rateis 18% and it has been found that the survival rate is 5 – 6years. 
Diabetes patients suffering from lung cancer disease will have the variation in survivability rate. Observations reveal 
that high insulin increase will result in higher chances of lung cancer [4]. Studies also reveal that Diabetes Mellitus 
will impact on the survival of lung cancer patients [5]. Researchers find that person who smokes have nicotine effect 
on insulin action and secretion in Type 2 Diabetes (T2D) [6].Stopping smoke is the most vital objective for diabetes 
control and avoidance of diabetic problems[7].Summarized clinical and preclinical studies indicate cigarette 
smoking with nicotine risk, will impact body composition, insulin sensitivity and pancreatic β cell function [8]. 

MLT in biomedical research with numerous applications has been a new era by seeking n-dimensional set of 
examples that utilizes diverse systems and calculations [9]. There are two primary MLT, supervised learning and 
unsupervised learning. Supervised learning uses a categorized set of training data that includes both the input 
andthe desired results. Unsupervised learning model will not be provided with the results during the training and 
can be clustered with classes on the basis of statistical property. Most doctors use EHRs that can be utilized for 
clinical or investigate purpose. Applying MLT, EHRs can be utilized that helps patients in managing individualized 
patient care and also hospital performance can be monitored[10-11]. 

SVM are newer advances of MLT applied in the field of cancer prediction. SVM maps the input vector into a 
feature area to upper spatiality and determine the hyper plane that separates the data points into categories. The 
marginal distance between the decision hyper plane and also the instances that are nearest to boundary is 
maximized. SVM classifier achieves extended generalizability and may be used for reliable classification of 
samples. SVM is used for classification Vapnik [12] and for binary classification an optimum hyper plane is 
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Abstract— Cancer has been one of the most important 

causes of death for both men and women. Detection of the 

cancer in earlier stages has the high chances of curing the 

disease completely. Hence the demand for the techniques to 

detect the occurrence of cancer nodule in early stage is 

increasing. Treatment and diagnosis of lung cancer in earlier 

stages can save many lives, failing which may lead to many 
other severe problems and finally resulting in death of the 

person. Huge amount of textual data has been collected in 

healthcare industry but they have not been mined properly to 

extract the hidden information. Data mining process is a 

powerful technique that helps to discover patterns in 

large data sets involving methods at the intersection of 

machine learning, statistics and database systems. This 

proposal is used to develop a software which is used to 

discover the hidden pattern in the lung cancer data set using 

data mining techniques and machine learning techniques 

namely Logistic regression (LR), Support Vector Machine 

(SVM) and Naïve Bayes (NB). 
 

Keywords—Lung Cancer; Data mining; Logistic 

Regression; Support Vector Machine; Naïve Bayes. 

 INTRODUCTION 

Lung cancer is the most frequently causing cancer in both 

men and women. About 27% of all cancer deaths is from Lung 

cancer. Lung cancer is the leading cause of cancer death 

among both men and women[1].Treatment and prognosis 

depend on the histological type of cancer, the stage, and also 

performance status of patient. Medications incorporate 

surgery, chemotherapy, and radiotherapy Survival relies upon 
organize, general well being, and different elements, yet 

general just 14% of individuals determined to have lung 

cancer survive five years after the determination [2]. Mortality 

and horribleness because of tobacco utilize is extremely high. 

Normally lung malignancy creates inside the divider or 

epithelium of the bronchial tree.  It can begin at anyplace in 

the lungs and influence any piece of the respiratory 

framework. Lung cancer for the most part influences 

individuals between the ages of 55 and 65 and frequently takes 

numerous years to create. Lung cancer can be generalized into 

two subsections, the first one is non-small cell lung 

cancer(NSCLC) and second one is small cell lung 

cancer(SCLC). Lung malignancy chiefly happens in elderly 

individuals. Smoking is the fundamental cause of lung cancer. 

This includes both the smokers and nonsmokers.  Smokers 

have high possibility of creating lung disease when contrasted 

with nonsmokers. In the other case lung cancer is identified at a 

beginning period, the likelihood of cure is high. Essential 
tumor can be identified early. In the other case that patients 

don't know essential tumor can develop into metastasis. There 

are different approaches to recognize the lung malignancy, one 

of them is to apply its datasets to SVM, NB and LR algorithms 

and develop the classification and prediction model. 

The following symptoms may indicate lung cancer:  

 Cough (often with blood) 

 Chest pain 

 Wheezing  

 Weight loss. 

 These symptoms often don't appear until the cancer is 
advanced. 

People may experience: 

 Cough: can be chronic, dry, with phlegm, or with 

blood. 

 Respiratory: frequent respiratory infections, shortness 

of breath, or wheezing 

 Pain areas: in the chest or rib. 

 Whole body: fatigue or loss of appetite 

 Also common: chest discomfort, hoarseness, or 

weight loss [3]. 

Stop the smoking, modification in diet, and 
chemoprevention can be some of the preventive methods. 

Screening is a type of auxiliary avoidance. Technique for 

finding the conceivable Lung cancer patients depends on the 

efficient investigation of side effects and hazard factors. Non-

clinical manifestations and hazard factors are a portion of the 

non specific markers of the malignancy infections. Natural 

variables have a critical part in human malignancy. Numerous 

cancer-causing agents are available noticeable all around we 

inhale, the nourishment we eat, and the water we drink. The 

consistent and some of the time unavoidable introduction to 

natural cancer-causing agents confuses the examination of 

disease causes in people.  
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Abstract— In this research, a prediction system is developed for the illness of diabetes and dropout strategy is made use to minimize the 

issues of overfitting. The key idea is arbitrarily drop unit from neural network during preparing. Expectation of blood glucose levels Measured 

by continuous glucose observing gadgets, by utilizing clinical information. The certain rate of a patients in the data set take as a training data and 

test on the left-over portion of the patients, i.e., the machine need not re-calibrate on other patients in the data set. 

Keywords- Dropout, Data overfitting, Diabetes Prediction, Neural Network, Deep Learning (DL). 
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I.  INTRODUCTION  

Diabetes is a chronic disease caused due to abnormally high 

levels of sugar glucose in the blood. Diabetes is usually 

referred as Diabetes mellitus.  Diabetes is due to one of two 

mechanisms, Insufficient production of insulin (which is made 

by pancreas and brings down blood glucose), or Insufficient 

sensitivity of cells to the activity of insulin. 

Diabetes is grouped into two types namely[1], Type I and 

Type II diabetes. In Type I diabetes, is a chronic condition in 

which the pancreas produce little or no insulin, which is also 

known as insulin-dependent diabetes. In type II diabetes, the 

human body cannot use insulin the right way, which is also 

termed as non insulin-dependent diabetes. 

    

     The idea of deep learning (DL) is a quickly developing one 

which is overflowing with thoughts as of recent years. Deep 

learning techniques are used in various fields, including 

medical field and optimal character acknowledgment [2]. The 

strategies of deep learning, in particular - deep learning neural 

system, to propose a model for diabetes forecast with high 

exactness. Deep neural systems contain various non-straight 

concealed layers and this makes them extremely expressive 

models that can learn exceptionally convoluted connections 

between their data sources and yields. With limited training 

information, however, many of this complicated blood 

relationship will be the resultant role of sampling noise, so 

they will exist in the training set but not in real test data even if 

it is drawn from the same distribution [3]. This leads to 

overfitting and many method acting have been developed for 

reduction. 

 

II. RELATED WORK 

In this paper, the outcome of a previous methods as well as 

outcome of proposed methods are discussed. The outcome of 

the proposed method is more accurate and précised when 

compared to outcome of previous method. Smith et al. utilized 

the perceptron based calculation called ADAPtive learning 

routine (ADAP), which is an early neural system demonstrate, 

to build up a diabetes expectation display for estimating the 

entry of diabetes mellitus. The framework's execution measures 

were finished utilizing standard clinical benchmarks as 

specificity and affectability. The outcomes acquired were then 

contrasted and those secured from applying direct per-captor 

models and calculated relapse [3].  

The three neural network structures, such has multilayer 

perceptron (MLP), general regression neural network (GRNN), 

and radial basis function (RBF) are proposed by Kayaer and 

Yıldırım and they utilized the same data set to evaluate these 

three models. The performance gained by employing MLP was 

better than that of RBF method for all spread values tried. 

Among the them, GRNN was able to provide the finest result 

on the test data [4]. 

                        

                     III.     PROPOSED METHOD 

  Square graph of the proposed strategy is laid out in Figure. 1. 

Here, the process begins by entering information into the Input 

layer. At that point there are two completely associated Layer 

which is followed by dropout layer. At last result is yeild from 

yeild layer (i.e. output layer) with a single hub[5]. Together 

these layer build a multilayer perceptron. These method is used 

to reduce the overfitting in diabetes predication. 

 

A Review on Predictive Analysis for DiabeticBlood Glucose and 

Reductionof over fitting inDiabetes using Deep Learning Neural Network 
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ABSTRACT 

 

Diabetic retinopathy is a complication of diabetes, that results in the rupture of the blood vessels in the light-

sensitive region of the eye also known as the retina. This situation can occur in a person who has either type 1 

or type 2 diabetes. Excess sugar levels in a diabetic person block the blood vessels that nourish the retina of the 

eye. So as to compensate this shortcoming the retina grows new blood vessels, however, this new blood vessel 

can rupture easily. The traditional means to detect diabetic retinopathy is to undergo regular screening and 

then to consult a doctor. This is a significant time-consuming task as there is a shortage of experienced 

ophthalmologist, as a result, 45% of the patient suffer from vision loss even before they are diagnosed.  Another 

major problem associated with this method is that there is significant inconsistency among doctors who 

diagnose diabetic retinopathy, as a result, there are chances that diabetic retinopathy can go undetected at its 

early stage. The automated detection involves training a machine learning model that can detect new cases of 

diabetic retinopathy from retinal fundus images which have been graded by experienced ophthalmologists. The 

decision for predicting the degree of diabetic retinopathy has been done using machine learning algorithms 

such as deep convolution network, SVM and Naïve Bayes. 

Keywords :  Diabetic retinopathy, Machine learning, Convolutional neural network, SVM, Naïve Bayes. 

 

I. INTRODUCTION 

 

Diabetes is a metabolic disease wherein a person has 

high blood sugar level in his body which may be a 

result of either insufficient production of insulin by 

the pancreas or inability of the body to use the 

insulin so produced or it can be both of them. As of 

2016, there are about 415 million people suffering 

from diabetes and it is expected to grow to about 642 

million by 2040. This increased blood sugar level in 

the body can lead to a variety tissue damage, Diabetic 

retinopathy being one of them. India is expected to 

have around 79 million suffering from diabetes by 

end of 2030. All type 1 diabetic and more than half of 

type 2 diabetic are expected to develop diabetic 

retinopathy [1][2]. The longer a person is suffering from 

diabetes the greater the chances of developing 

diabetic retinopathy. If left untreated it can lead to 

permanent vision distortion or blindness. It is the 

largest cause of blindness among people of the age 

group of 20 to 74 in most countries [3]. 

 

 

Figure 1: Image of retina 
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Abstract— Data mining techniques improve efficiency and reliability in diabetes classification. Machine learning techniques are applied to 

predict medical dataset to safe human life. The large set of medical dataset is accessible in data warehousing which used in the real time 

application. Currently Diabetes Diseases (DD) is among the leading cause of death in the world. Data mining techniques are used to group and 

predict symptoms in medical dataset by different examiners. Data set from Pima Indian Diabetes Dataset (PIMA) were utilized to compare 

results with the results from other examiners. In this system, the most well known algorithms; K-Nearest Neighbor (KNN), Naïve Bayes (NBs), 

Random Forest (RF) and J48 are used to construct an ensemble model. The experiment‟s result reveals that an ensemble hybrid model increases 

the accuracy by combining individual techniques in to one. As a result, the model serves to be useful by doctors and Pathologist for the realistic 

health management of diabetes.  

Keywords- Diabetes, Machine Learning, Data mining, Ensemble, KNN, NBs, RF, J48. 
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I.  INTRODUCTION  

Diabetes is a chronic disease caused due to abnormally high 

levels of sugar glucose in the blood. Diabetes is usually 

referred as “Diabetes mellitus”.  Diabetes is due to one of two 

mechanisms, Insufficient production of insulin (which is made 

by pancreas and brings down blood glucose), or Insufficient 

sensitivity of cells to the activity of insulin. 

Globally, an estimated 422 million adults are living with 

diabetes mellitus, according to the latest 2016 data from the 

World Health Organization (WHO) [1]. 

Diabetes is grouped into two types namely, Type I and 

Type II diabetes. In Type I diabetes, is a chronic condition in 

which the pancreas produce little or no insulin, which is also 

known as insulin-dependent diabetes. In type II diabetes, the 

human body cannot use insulin the right way, which is also 

termed as non insulin-dependent diabetes. 

II. RELATED WORK 

Song et al. [2] Describes and explain different 

classification algorithms using different parameters such as 

Blood Pressure(BP), glucose, skin thickness, insulin, BMI, 

Diabetes pedigree and age. The researchers were not included 

to predict diabetes diseases. In this research, the researchers 

were using only small sample data for prediction of diabetes. 

The five different algorithms used are GMM, ANN, SVM, EM 

and Logistic Regression. This paper concludes high accuracy 

is provided by Artificial Neural Network (ANN).    

Loannis et al. [3] proposed that machine learning algorithms 

are very important to predict different medical datasets 

including diabetes dataset (DDD).The paper proposed SVM, 

Logistic Regression and Naïve Bayes using 10 fold cross 

validation to predict different diabetes datasets. 

III. A STUDY ON  CLASSIFICATION ALGORITHMS 

A. Logistic Regression  

The classification algorithm aims to develop a model that 

can map data items to a given category, based on the existing 

data. It was used to extract significant data items from the 

model or to predict the tendency of data.  The dependent 

variable of the logistic regression algorithm is binary-

classification. It means that the logistic regression algorithm is 

always used to solve two-category problem. The main purpose 

of our experiment is to predict whether a person is diabetic or 

not, which is a typical binary-classification problem. Besides, 

the logistic regression algorithm is always used in data mining, 

disease diagnosis and economic prediction, especially 

predicting and classifying of medical and health problem. It 

predicts the probability of the outcome that can only have two 

values that is 0 0r 1. When output is 1 it means the value is 

greater than the threshold, else the output is 0. The range of 

output of logistic regression is always between 0 and 1. The 

main idea of Logistic regression is that it reduces the prediction 

range and limits the prediction value to 0 or 1. 

B. K-Means  

Cluster analysis aims to partitioning the observations into 

disparate clusters so that observations within the same cluster 

are more closely related to each other than those assigned to 

different clusters [4] . In the first stage, improved K-means 

algorithm is used to remove the incorrectly clustered data. The 

optimized dataset is used as input to the next stage. The main 

idea of K-Means is to divide the given unspecified data into 

fixed K number of centroids. A centroid is real or imaginary 
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1.  Introduction   

HcA uses healthcare data based on certain conditions that define how clinical care can be improved by regulating 
unnecessary delay for treatment [1]. The fast escalating field of Big Data Analytics(BDA)is the vital part of 
healthcare domain which provides tools to accomplish, examine, and adapt huge sizes of dissimilar, structured, and 
unstructured data. BDA is effectively used by several healthcare organizations and is appropriate in healthcare 
analytics. 

Early stage of lung cancer can be predicted for further treatment and data is available throughout the world. 
Majority of this data is not organized and researchers are not able to understand to provide predictive solutions. 
Some nations have made the data available in an organized manner to apply MLT and as prediction varies finding 
out the best machine learning algorithm is a research challenge. The most important features involved in the 
incidence of lung cancer needs to be extracted using knowledge discovery and data mining algorithms. 

Applying MLT to lung cancer data helps to rank the attributes for accurate survival prediction which will be 
beneficial for the doctors and patients. This helps in decision making that determines the best path of treatment for a 
lung cancer affected patient. The paper is organized as follows: Section 2 summarizes the recent research related 
work based on the MLT for the lung cancer patients using different classification techniques, followed by Section 3 
that includes the methodology which defines the system architecture, dataset, comparison of ML Algorithms with 
results and implementation. Performance evaluation includes experiments and results which is presented in Section 
4 andSection 5presents the conclusion and future work. 

 

2. Related Work  

Lung cancer starts in the tissues of the lungs which is the main source of tumor in both men and women. Like 
different diseases, lung cancer happens after rehashed affront to the hereditary material of the cell. By far the most 
widely recognized source of lung cancer is tobacco and is the cause of around 85% deaths [2]. Lung cancer is an 
uninhibited advancement of eccentric cells that affects in solitary lung or both the lungs in the line air division 
area[3]. 

Recent study shows that cancer survival rateis 18% and it has been found that the survival rate is 5 – 6years. 
Diabetes patients suffering from lung cancer disease will have the variation in survivability rate. Observations reveal 
that high insulin increase will result in higher chances of lung cancer [4]. Studies also reveal that Diabetes Mellitus 
will impact on the survival of lung cancer patients [5]. Researchers find that person who smokes have nicotine effect 
on insulin action and secretion in Type 2 Diabetes (T2D) [6].Stopping smoke is the most vital objective for diabetes 
control and avoidance of diabetic problems[7].Summarized clinical and preclinical studies indicate cigarette 
smoking with nicotine risk, will impact body composition, insulin sensitivity and pancreatic β cell function [8]. 

MLT in biomedical research with numerous applications has been a new era by seeking n-dimensional set of 
examples that utilizes diverse systems and calculations [9]. There are two primary MLT, supervised learning and 
unsupervised learning. Supervised learning uses a categorized set of training data that includes both the input 
andthe desired results. Unsupervised learning model will not be provided with the results during the training and 
can be clustered with classes on the basis of statistical property. Most doctors use EHRs that can be utilized for 
clinical or investigate purpose. Applying MLT, EHRs can be utilized that helps patients in managing individualized 
patient care and also hospital performance can be monitored[10-11]. 

SVM are newer advances of MLT applied in the field of cancer prediction. SVM maps the input vector into a 
feature area to upper spatiality and determine the hyper plane that separates the data points into categories. The 
marginal distance between the decision hyper plane and also the instances that are nearest to boundary is 
maximized. SVM classifier achieves extended generalizability and may be used for reliable classification of 
samples. SVM is used for classification Vapnik [12] and for binary classification an optimum hyper plane is 

http://crossmark.crossref.org/dialog/?doi=10.1016/j.procs.2018.05.162&domain=pdf
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Abstract— The drastic up rise in exchange of data, 

digitally in Mobile Adhoc network, leads to a major concern 

of secure data mobility in the network. This paper introduces 

security extinction to AES cipher, Biometric Advanced 

Encryption Standard (BAES). BAES is an amalgamation of 

biometric as key to AES with. The paper includes comparative 

analysis of RSA and BAES ciphers. Also the paper throws 

light on the polarities between the two ciphers using 

Avalanche effect, time complexity and memory utilized 

efficiency determining parameters 
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I. INTRODUCTION 

Mobile Adhoc Network (MANET) is a genre of networks 
which has non static and self configuring nature. Secure data 
mobility in such non static, decentralized network is a 
challenging task. Any intruder can effortlessly launch 
malicious attacks in such networks with no firewall. To secure 
data from active and passive attacks is a confronting 
assignment. Therefore optimum schema is to exploit the 
concept of cryptography and its ciphers, in encrypting the data 
before transmission. This is the leading motivation in 
designing new ciphers, with reduced complexities. Study of 
literature provides a bird view into adequate number of ciphers 
and their applications. Ciphers can be classified as symmetric 
and asymmetric ciphers.  

Asymmetric ciphers are known to use two keys for 
encryption, public key and private key.  Private key is private 
to the user, whereas public key is the shared key in the 
network. RSA is the cipher which can represent asymmetric 
ciphers genre and is most widely used asymmetric cipher. The 
major limitation in using asymmetric key ciphers in MANET is 
their high power utilization factor, with medium security 
provided. 

Symmetric ciphers have only one shared secret key. Secret 
key is provided to the users when he registers with the network. 
Also it can be exchanged between nodes, after the 
authentication process and before start of any session. AES is 
the most popular and widely used symmetric ciphers. 
Comparatively symmetric ciphers prove as best since the usage 
of power by these ciphers is optimum in networks such as 
MANET s where the resources are limited. 

Every genre of ciphers has their own leads and limitations 
[1]. Here we design a cryptographic method Biometric 

Advanced Encryption Standard (BAES), which is a minor 
addition to the sphere of ciphers. Cipher efficiency parameters 
such as memory utilized, time taken and Avalanche effect are 
considered, to analyze BAES and compare it with RSA. 

II. LITERATURE SURVEY 

Septimiu Fabian Mare, et al. introduced a robust 
steganography-based communication system using RSA and 
AES ciphers, together with steganography. The key used for 
data encryption uses a combination of randomly generated 
sequence and a hash of cover image’s color information. The 
proposed steganographic algorithm introduces steganography 
as an additional security level and avoids advanced reverse 
engineering techniques [3]. 

Jong Yeon Park et al.  described unknown and interesting 
characteristics of ghost key patterns using real experiments [4]. 
They explained about the ghost key by selected bits. Also they 
stated that knowledge of ghost key patterns can be a useful tool 
to analyze enhanced scenarios and its countermeasures. 

Michael Bourg et al. proposed an RSA based biometric 
encryption system which can be realized on Field 
Programmable Gate Arrays [5]. They showed that biometric is 
one of the safest form of privacy and security.   

Asma Chaouch et al. programmed a flexible encrypting 
algorithm for encrypting text and compressed images. It was 
based on RSA, AES and elliptic-curves methods [6]. Also they 
provided a fair comparison between the three methods under 
study, considering the parameters like key size, block size and 
speed. 

Amish Kumar et al. presented an efficient implementation 
of AES on MATLAB platform. They provided an explanation 
to Avalanche effect in AES [2]. 

III. RIVEST SHAMIR ADLEMAN 

 RSA is one of the first successful responses developed by 
Ron Rivest, Adi Shamir, and Len Adleman at MIT. It was 
developed to overcome the challenges faced in public key 
cryptography. RSA is best illustrated in fig.1.  

RSA cipher uses two primes with Euler’s totient function to 
obtain the value of variable ‘n’. Plain text is transformed to 
cipher text by raising plain text to power of encryption key ‘e’. 
Encryption key is public key of the destination node to which 
cipher text needs to be transmitted. The destination node uses 
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