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Abstract—With the escalation in security breaches on       

organizations and institutions that store, maintain and work        
with critical data, there is a need for a security-enhancing and           
risk-mitigating solution that works on the fly and is feasible to           
implement. Software Defined Networks is a networking       
paradigm that makes the network agile by disaggregating        
hardware and software. SDN helps enhance security with the         
help of micro-segmentation. The controller maintains a central        
view of the network, and its ability to monitor and store           
network information helps optimize routing. The centralization       
nature of the controller makes it vulnerable to DoS attacks          
which can be catastrophic for network functioning. The        
objective of this paper is to secure the distributed SDN          
controller architecture against DoS attacks. The proposed       
architecture is robust, scalable, and uses Big Data techniques to          
process streams of network traffic in real-time and Machine         
Learning to detect and mitigate DoS attacks. 

Index Terms—Software Defined Networks, DoS Attack,      
RyuController,  Zodiac  FX,  Kafka,  Storm 

I. INTRODUCTION 

Software Defined Networking (SDN) is a      
state-of-the-art networking architecture that got traction on       
account of its features such as dynamism, manageability,        
cost-effectiveness and adaptability. These features make      
SDNs suitable to be used with big data, cloud computing          
and other similar networking services which demand       
high-bandwidth, dynamic architecture and improved     
performance which the traditional network paradigm fails to        
provide[1]. The SDN architecture is a three-layered       
architecture[2] consisting of data or infrastructure layer,       
control layer and application layer in the order as shown in           
Fig. 1 below. The data plane layer (or infrastructure layer)          
consists of the hardware components of the network and         
carries the responsibility of packet forwarding functionality.       
The control layer consists of the software components of the          
network which are responsible for installing flow tables and         
controlling the logic behind forwarding functionality. The       
entity which implements the control plane is called SDN         
Controller. The application layer refers to various network        
applications and services that govern forwarding      
functionality. The two layers - data plane and control plane          
layer represent the disaggregation between the hardware and        
software components of the network. The control layer        
provides a central view of the entire network topology and          
thus becomes the hub of central intelligence[3].  

The implementation of network flows based on SDN        
paradigm is different from the network flows of the legacy          
networks owing to the three-layered architecture. In the        

SDN paradigm, the data plane processes all the traffic         
received from the hosts connected to it (SDN network         
infrastructure layer) and forwards as per flow tables. In the          
legacy network, there is no separation of control plane and          
data plane. 

 
Fig. 1. Three-layered architecture of SDN 

The data plane relies on the flow tables information received          
from the SDN controller (control plane layer) to carry out          
the packet forwarding functionality[4]. In case a flow table         
entry is not available for new traffic, the data plane sends           
OpenFlow[5] request messages to the SDN controller for        
new flows entries so that it can process this traffic and           
forward accordingly. The controller responds with      
applicable flow entries that are installed in the forwarding         
flow tables in the data plane enabling it to complete its           
forwarding functionality as shown in Fig. 2.  

 
Fig. 2. OpenFlow communication between SDN switch 

and controller
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Abstract-Agricultural plays a significant role in human 

survival and it has become much more essential due to 

population increase and food demand, and hence the crop 

yield has to be produced according to the demand. 

However, one of the reason that quality and quantity of the 

crop gets compromised is the disease and in past various 

methodology has been proposed, however they lack on the 

various model metrics or the segmentation is achieved for 

the particular leaf, . In this paper, we have proposed a 

methodology named as SCPA (Segmentation through 

Connected Pixel Approach). The main objective of this 

paper is to achieve high accuracy segmentation. SCPA is 

the two step  approach first we find the ROI(Region of 

Interest) of the particular leaf and in the second approach 

we find the instance based ROI i.e. for the whole plant, 

here both the step are performed simultaneously through 

incorporating one another. Moreover, SCPA is optimized 

iterative-based method and it is achieved through the 

approach of connected pixel approach. Connected pixels 

are the one where the edge of one pixel is connected to the 

other. When performed on the LSC dataset we achieve the 

accuracy of 95.10 %. This methodology is compared with 

the various state of art model and existing system by 

considering the model metric such  as SBD, the results 

shows that SCPA model performs better than the other 

exiting method also the pictorial comparison of segmented 

leaf are shown and it shows our model   identify it well 

when compared to others.  

Keywords: ROI (Region of Interest), segmentation, Plant 

Leaf segmentation 

1 INTRODUCTION 

In recent survey, it is found that economy of India 

highly depends on the agricultural productivity. 

Moreover, this is one the reason where detecting the 

disease has become one of the eminent task in recent 

days [1]. Negligence in this area causes the serious issue 

to the plant and these results in compromise in quantity, 

quality and productivity of crop [2]. Moreover, the 

traditional method for detecting the plant disease is 

through the eye observation by experts, to do that one 

need big team of experts that can monitor the plant all the 

time. Traditional method does not work in efficient 

manner, as it is costly, hence 

The automatic detection of disease is required as it is 

efficient, accurate and cheaper.  

In plants, there are several visible disease such as colored 

spots scorch, bacterial and fungal disease. This type of 

disease are visible and can be detected through the image 

processing technique.   

 

Figure 1 Types of plant Disease 

The above diagram shows the different types of plant 

leaf disease, the figure shows the classification of 

various leaf disease.  Moreover the plant disease 

caused due to the biotic agents.Plant disease are 

classified into three types based on the reason of the 

disease i.e. fungal, Bacteria and Viral. Moreover fungal 

is sub classified into various disease such as Blight, 

cankers, Mold and Rust whereas Bacteria is sub 

classified into disease such as spot wilt and root. All 

these disease causes the reduction in quality of the 

crops. 

 In order to detect the plant leaf disease, image-

processing technique is one of the popular technique, 

which detects the disease accurately. Generally any 

image process follow 5 steps  process to classify any 
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Abstract-In recent years data analysis has become one of 

the trending topic among the researchers. Moreover, 

Information is the new baseline of all organization, as to 

grow the faster and bigger. Relevant information provides 

the flexibility to know the like and dislike of customer and 

to get the relevant information requires the analysis of 

huge information that is stored in various format. Hadoop 

constitutes of two basic model i.e. Hadoop Distributed File 

system (HDFS) and MapReduce, Hadoop is used for 

processing the huge amount of data whereas MapReduce 

is used for data processing. Hadoop MapReduce is one of 

the best platform for processing the huge data in efficient 

manner such as processing of web logs data. In this paper, 

we have proposed optimized HPMR (Hadoop MapReduce) 

model, which maximizes the memory utilization for the 

task and balances the performance between the I/O system 

and CPUs. HPMR contains the three phase i.e. Hadoop, 

Map and Reduce just like any other Hadoop model, 

however HPMR optimizes all three phase i.e. map, shuffle 

and reduce. Moreover, to optimize the memory model 

HPMR opts for dynamic terminology and input/output 

optimization is done through the dual operation. Moreover, 

in order to evaluate the performance of our model we have 

performed the Word-Count application on the Wikipedia 

data of size 128 Mb, 256 Mb, 512 Mb, 1 GB and 2 GB. The 

comparative analysis shows that our model optimizes 

nearly 30% better than the existing one. 

Keyword: Optimized HPMR (Hadoop MapReduce) model, 

Hadoop MapReduce, HDFS (Hadoop Distributed File 

System).  

1 INTRODUCTION 

Cloud computing is one of the promising technology 

in the recent era that gives the demand service for 

analyzing, storing and processing of the data [1]. 

Moreover, in order to achieve the absolute scalability 

and achieve the better performance one needs the 

flexible distributed on the cloud environment. Big data 

helps in gathering the data and aggregating the huge 

amount of data to understand the data for the better 

decision making [2][3][4].  

In recent the most popular approach for such big data 

analytics is used which is named as MapReduce [5] 

along with its implementation known as Hadoop. 

Hadoop allows the analyzing of data without any 

complexity and huge installations through the Virtual 

Machine and storage, which is hosted by the cloud. 

Hence, one can easily create the MapReduce virtually 

and cluster to analyze the data. Moreover, he 

MapReduce is used for parallel processing the data on 

various applications [6] [7]. MapReduce is a simple 

programming model which is used for processing the 

large dataset through two function i.e. Map () and 

Reduce (). 

 

Figure 1 Hadoop MapReduce architecture 

Figure 1 shows the Hadoop MapReduce architecture; 

here the Map function uses the pairs of (key, value) to 

generate the intermediate pairs (key, value). This pair 

act as the input to Reduce function for producing the 

final output. MapReduce constitutes two steps: MAP 

and Reduce. Map functions: 

Step1: It reads the input as a problem and parts 

into the sub -problems.  

Step2: Distributes the sub-problems to the worker 

node. 

Step3: The worker node sends the outcome t the 

master node. 
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    Abstract:  The data-sharing in cloud computing will enable 

many users to share the data. This helps in accessing the 

information easily and to share the data efficiently.  The 

healthcare data will have to be shared amongst different 

healthcare centers and the medical practitioners. This involves 

security issues while sharing the healthcare data within a group. 

We provide the group model for sharing of data that is based on 

block based design where the group members will perform the 

key agreement to get the common group key that helps to shares 

the data securely. The fault tolerant property is provided by this 

design which can detect the malicious attackers during the 

group data sharing. The proposed group data-sharing is 

compared with the existing data sharing models w.r.t. the time 

cost of computation for group key generation and sharing of 

data.  

    Keywords— Cloud computing, group data sharing, block based 

design, key agreement. 

I. INTRODUCTION 

    The Personal health has been brought the great concern in 

modern residents. The population development and aging, 

the influence of health-care dictate and demands require for 

novel and the advanced solutions. At greater integration scale 

and lower cost, the availability of the computing re-sources 

has profited healthcare practices. With the help of 

development and success of the internet that plays an eminent 

role in maximizing the quality and access so the process is 

interrelated to the healthcare, which is determine the ICTs 

(Information of Communication Technologies) [1]. The E-

health is defined as the ICTs application to the healthcare, 

which has come in normal use. While, these ICTs models can 

be considering many significance in the domain of 

healthcare, on top of the specific number of ICTs which is 

based on the emerged paradigm of health-care. There is a 

widespread use of electronic health record (EHR) [2]. Cloud 

computing is one of the popular health-IT infrastructures for 

facilitating EHR sharing. Healthcare providers and all the 

insurance companies store the electronic medical records in 

centralized databases .This includes maintaining health 

records, monitoring of patients etc.  

The E-health can be widely defined as the ICTs application 

to the healthcare that has come in normal use. The co-

operation between specialists in terms of the health experts, 

who can be working together efficiently, and generated their 

management in sharing and activities their  information about 

the victim easier and in normal manner, and thus they can 

give cure to the patients. The systems of health are enable for 

citizen to have control their own health. However, there are 

security and privacy issues related to the health-care data. 

The security and privacy protection of cross-institutional 

electronic patient records is of major importance. The major 

concern is security in EHR networked systems and for 

communicating patient data. Here the physical security, 

network security, application security, internal systems 

security, secure data-backup strategy, secure internal policies 

and procedures, third-party certification are considered. 

In this paper, our aim is to confirm the security of information 

sharing within a group in health care cloud security network. 

Here multiple data owners can freely share the outsourced 

data with high security. The entity authentication services are 

provided. The fault detection and fault tolerance is performed 

to identify the malicious user. We present the block design 

based key agreement protocol by extending the structure of 

the symmetric block design to support multiple participants. 

It enables multiple data owners to freely share the outsourced 

data. Here the adaptive symmetric block design is constructed 

as the group data-sharing model to support group data sharing 

in cloud computing. Here each group member performs the 

key agreement to derive a common group key to ensure the 

security of the outsourced group data. The help of group 

members can produce the normal group key. The semi-

trusted and attackers of cloud server has no access to create 

the key. Cloud Security Service Third Party Verifier takes 

responsibility for the cloud storage auditing and key updates.  

   This paper is organized in such a way in section-II 

Literature survey, section- III described our proposed 

method, in section- IV, evaluation and medical outcome that 

is represented and in section- V conclusion. 
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ABSTRACT 
 

Blockchain has become one of the most pioneering technologies, with the rise of Bitcoin, blockchain which is 

the core technology of Bitcoin has received increasing attention. There are multiple signature scheme based 

on digital signature schemes that supports making signatures on many different messages generated by many 

different users, the size of the signature could be shortened by compressing multiple signatures into a single 

signature. Based on the blockchain architecture and existing Merkle tree based signature schemes, In this 

paper, an analysis of how to enhance the signature schemes to secure the transactions on blockchain based on 

extensible post-quantum (PQ) resistant digital signature scheme best suited to blockchain and distributed 

ledger technologies is proposed. 

 

I. INTRODUCTION 

 

Recent advances in quantum computing and the 

threat this poses to classical cryptography has 

increased the interest in PQ research. More 

specifically, due to Shor’s algorithm [1],    a quantum 

computer could easily factor a big integer in 

polynomial time, thus effectively break RSA. 

Implementations of Shor’s algorithm can also solve 

discrete logarithms and render today’s digital 

signatures, such as DSA, ECDSA and EdDSA, 

useless[2]. 

 

The race to build quantum computers has already 

begun and companies like Google, Microsoft, IBM, 

D-Wave and Intel  are at the forefront. That being 

said, we have yet to build a computer with the 

thousands of stable qubits that are required to make 

classical public key cryptography obsolete. However, 

there is significant progress in the field and some 

optimistic predictions estimate that a large quantum 

computer capable of breaking asymmetric 

cryptography might be available in the 

next10to20years[3],[4]. 

 

The security impact of breaking public key 

cryptography  would be tremendous, as almost 

everything from HTTPS, VPN and PKI in general, is 

basing their authentication, key exchange and digital 

signatures on the security of RSA or Elliptic Curve 

Cryptography (ECC). Blockchains would be hit 

equally hard resulting in broken keys that hold 

coins/assets, and would perhaps be one of the most 

affected sectors because there is economic incentive 

for hackers to get access to blockchain accounts 

anonymously. 

 

To address the concern of compromised keys, PQ 

cryptog- raphy is dealing with the design and 

evaluation of systems  that will survive the quantum 

http://ijsrcseit.com/








 





 





 









 





 

 

 

 

 

 

 

 

 

 

 



 



 









 



 

 

 

 

 

 

 

 

 

 

 

 

 



 



 





 



 

 

 

 

 

 

 

 

 

 

 



 



 

 

 

 



 



 

 

 

 

 

 

 

 

 

 

 

 

 






