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ABSTRACT

The NeuroSync system, leveraging Electroencephalography (EEG) signals, marks a pioneering
advancement in assistive technologies, specifically tailored for individuals grappling with
speech impediments. Through the adept decoding and interpretation of imagined speech,
Al-Brain-Computer Interface (BCI) systems empower users confronted with profound
disabilities, providing them with a voice through non-verbal communication. The project
intricately navigates diverse datasets, employing a fusion of signal processing, machine
learning. and deep learning methodologies. Significantly, the emphasis extends beyond
technical nuances to the critical evaluation of functional efficacy, ensuring tangible benefits for
end-users. As AI-BCI systems redefine communication paradigms, the paramount success lies
in their transformative impact on individuals' lives, dismantling barriers for those with unique
challenges. By facilitating silent communication, this technology aspires to cultivate a world

where unrestricted self-expression is universally attainable.
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NeuroSync

Chapter 1
INTRODUCTION

NeuroSyne stands as a transformative initiative at the nexus of assistive technologies and
cutting-edge neuroscientific discoveries, meticulously tailored to address the formidable
communication challenges confronting individuals grappling with speech impediments. At its
core, the project leverages the powerful synergy of Al-Brain-Computer Interface (BCI)
technology and Electroencephalography (EEG) inputs to navigate the intricate neural
landscapes associated with imagined speech, thereby advancing nonverbal communication

capabilities.

The distinctive hallmark of NeuroSync lies in its unwavering commitment to furnishing silent
communication solutions for those burdened by severe impairments. Through the ingenious
exploitation of brain representations of speech, the system transcends conventional
communication barriers, offering a voice to individuals who contend with the complexities of
vocal expression. This strategic focus underscores the project's profound societal impact,

positioning itself as a trailblazer in redefining communication paradigms for this demographic.

Crucially. NeuroSync's efficacy emanates from its capacity to discern and adapt to a spectrum
of speech difficulties. Beyond the standardized approaches employed in traditional assistive
technologies, the system engages in a nuanced recognition of diverse impediments, facilitating a
highly personalized and adaptive communication tool. This adaptability ensures that NeuroSync

remains a versatile solution, catering to the specific communication requirements of each user.

The initiative extends beyond technical intricacies. prioritizing the practical implementation and
real-world usability of the technology. Moving beyond the complexities of signal processing
and the intricate algorithms of machine learning methods, the project places functional
effectiveness evaluation at the forefront. NeuroSync's success is not solely gauged by its
technological competence but, more significantly, by its tangible impact on the lives of its users.
This emphasis underscores the project's dedication to ensuring that the technology translates
into meaningful improvements in daily communication, thereby validating its larger purpose of

changing communication paradigms.

In essence, NeuroSync aspires to contribute meaningfully to a more inclusive society. By
enabling silent communication, the project aims to democratize the fundamental right to express

oneself, ensuring universal accessibility for individuals facing unique obstacles. The seamless

Dept. of AIML, KS Institute of Technology Page 1
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NeuroSync
Chapter 2
LITERATURE SURVEY
SI. | Paper Dataset Methodology Remarks
no
1 Nieto, N., Peterson, V., | EEG  recordings | Surface Limited sample
Rufiner, H.L. et al. | during inner | electroencephalo | size, focus solely
Thinking out loud, an | speech tasks, | graphy system on Spanish
open-access - EEG | including speakers, and
_Tbased BCI dataset for | pronounced potential confounds
inner speech | speech, inner due to mixing
recognition, 2022 speech, and imagined and
visualized actual speech
conditions
2 | Vorontsova D, | 270 subjects | Convolutional Expand the dataset
Menshikov [, Zubov | recorded 8 Russian [and  Recurrent | to include a more

A, Orlov K, Rikunov

commands and |

Neural Network

diverse group of

P Zvereva E. Flitman pseudoword participants, russian
L Lanikin A wo'rds were used
’ ’ which limits the
Sokolova A, Markov population, and the
S, Bernadotte A. Silent accuracy rate was
EEG-Speech 85% which can be
Recognition Using further improved.
Convolutional and :
Recurrent Neural
Network with 85%
Accuracy of 9 Words
Classification. "Sensors
.2021
3 Shahid, Aisha, Imran | Four separate | Recurrent Neural | It’s vocabulary is
Raza and Syed Asad datasets were | Networks (RNN) | constrained and it
Hussain. “EmoWrite: | created, each currently  outputs
A Sentiment conta!ntmf \};ﬁr ds single words.
) associated with a i
Analysis-Based specific emotional (P;"l\oreover,s;t:ﬁt:;::
Thought' to Te‘xt class. analysis, while
Conversion.”  ArXiy, valuable, might not
2021 always capture the
full nuance of
thought.
4 Gautam Krishna, Co | EEG signals | Connectionist The paper’s
Tran, Mason | recorded from four | Temporal decoding  model
Carnahan, Ahmed H |male subjects in | Classification suffers from small

Dept. of AIML, KS Institute of Technology
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Tewfik.  Continuous | their  early to | (CTC) Automatic | vocabulary size,
Silent Speech | mid-twenties. Speech_ e subject-dependency
Recognition using Three  of  the [ Recognition ) and. lack .Of
EEG. 2020 subjects were | (ASR) model comparison  with

y non-native English other methods for
speakers, and one EEG-based silent
was a  native speech recognition.
English  speaker. '

Each subject was
asked to silently
read 30 English
sentences from the
USC-TIMIT
database while
their EEG signals
were recorded.

5 Aditya Srivastava, | EEG motor | FFT However, further

Sameer Ahmed | movement/imagery | transformation, | validation and
Ansari, Tanvi Shinde, | database available | Ensemble Deep | usability testing are
Prashant Kanade and | on PhysioNet Learning model. | necessary for
Prateek Mehta, real-world
“Think2Type: application
Thoughts to Text using
EEG Waves”,
International  Journal
of Engineering
Research &
Technology (IJERT),
2020

6 Arteiro, L., Lourengo, | The = EMG-UKA | EMG data as | The paper lacks a
F..  Escudeiro, P, | corpus, a collection | words using | practical
Ferreira, C. (2020). [ of EMG data, was | HMM or LSTM | implementation of
Brain-Computer gathered using a a messaging
Interaction and Silent | setup  with  six platform using BCI
Speech Recognition on | channels. and SSR, and since
Decentralized it relies on a single
Messaging dataset of EMG
Applications. In: signals, it has a
Stephanidis, Cus .| limited scope of
Antona, M. (eds) HC diversity of use
International, 2020 cases and - data |.

sources.

7 X. Zhang, L. Yao, Q.| Public  MI-EEG | Joint Further
Z. Sheng, S. S.| Dataset and dataset | Convolutional improvements can |-
Kanhere, T. Gu and D. | collected inthe lab |and  Recurrent [ be  made by
Zhang, "Converting Neural Network, | focusing on
Your Thoughts to Autoencoder person-independent
Texts: Enabling Brain layer, approach  where

Dept. of AIML, KS Institute of Technology Page 4
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NeuroSync
Typing  via  Deep Public MI-EEG | some individuals
Feature Learning of Dataset data is used for
EEG Signals," 2018 training and others

for testing.

8 P. Ghane, G. Hossain | Consists of vowels | Principal The dataset - is
and A. Tovar, "Robust | for 20 subjects Component limited to only
understanding of EEG Analysis (PCA) | vowels, data' of
patterns  in" silent for ~ Feature only 20 . subjects |
speech." Netianal Extraction, were collected, and
P ’ Hione Dataset consists | they used PCA
Aerospace and of vowels for 20 | which assumes that
Electronics subjects, data is linear and
Conference can be considered
(NAECON), 2015 as a major

disadvantage.

9 Ravi, Kamalakkannan | EEG signals were | Back Propagation | Maximum
& Rajkumar, R. & Raj, | recorded from 13 | Neural Network. | classification
MM. & Devi, S.S..| volunteers, 10 accuracy of 44%,
Imagined  Speech [ male, and 3 | indicating room for
Classification  using | female, with an improvement. The
EEG. Advances in | average age of 21 study's  exclusive |.
Biomedical  Science | years. The subjects focus on classifying
and Engineering. were instructed to English vowels
2014 imagine the may  limit  the

English vowels 'a’, generalizability of |
'e', 'i', '0', and 'u' in the findings to a
response to visual broader . range of
stimuli. speech sounds..

10 | K. Brigham and B. V. | EEG signals | K - Nearest | Small sample size,
K. V. Kumar, | recorded from 7 [ Neighbors (KNN) | the lack of diversity
"Imagined Speech yoluqtger subjects classi.ﬁcation in the subject pool,
Classification  with | '"a8!NNg the | algorithm and the limited

syllables /ba/ and number of

EEG Signals for Silent
Communication: A
Preliminary
Investigation into
Synthetic  Telepathy,"
2010 4th International
Conference on
Bioinformatics  and
Biomedical .
Engineering 2010

/ku/

imagined syllables

M
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Chapter 3
PROBLEM IDENTIFICATION

The NeuroSync project emerges as a response to the pervasive and formidable challenges faced
by individuals burdened with speech impediments. Communication, an essential facet of human
interaction, becomes a daunting task for this demographic, impeding their ability to express
thoughts, convey needs, and engage in meaningful social interactions. Traditional assistive
technologies, while offering some relief, often fall short in providing comprehensive solutions,

leaving a significant gap in addressing the diverse spectrum of speech difficulties.

One of the primary issues identified is the limited efficacy of conventional communication aids
in accommodating the intricate nuances of varied speech impediments. These impediments
manifest in diverse forms, ranging from articulation disorders to fluency challenges,
necessitating a nuanced and adaptive approach. Existing technologies often adopt standardized
methodologies, lacking the flexibility required to cater to the unique communication profiles of
individuals. NeuroSync aims to bridge this gap by leveraging advanced Al-BCI technology to
discern and adapt to the intricacies of individual speech impediments, providing a more tailored

and effective solution.

Moreover, the prevailing assistive technologies predominantly focus on external aids, such as
speech-generating devices or text-based communication tools. While valuable, these tools have
inherent limitations, especially for individuals facing severe impairments. NeuroSync addresses
this limitation by delving into the uncharted territory of silent communication, tapping into the
neural representations of speech to offer an unprecedented avenue for self-expression. This shift
from external aids to internal neural interfaces not only augments the depth of communication
but also provides a more intuitive and natural means for individuals to convey their thoughts

and emotions.

Another critical problem lies in the limited adaptability of current assistive technologies to the -
evolving needs and capabilities of users. The static nature of many solutions fails to keep pace
with the dynamic challenges individuals with speech impediments encounter. NeuroSync's
emphasis on continuous adaptation and personalization seeks to address this issue, ensuring that

the technology evolves alongside the user, catering to their changing communication

requirements,

In essence, the problem identification revolves around the inadequacy of existing assistive

m
Dept. of AIML, KS Institute of Technology Page 6
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NeuroSyne

technologies in providing a comprehensive, adaptive, and user-centric solution for individuals

with speech impediments. NeuroSync endeavors to rectify these issues by introducing a

paradigm  shift in communication aids, offering a groundbreaking approach that not only =

acknowledges the dnvelslty of speech difficulties but also empowers users with a versanle

intuitive, and transformatxve means of silent communication.

Dept. of AIML, KS Institute of Technology Page 7
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Chapter 4
GOALS AND OBJECTIVES

Goals:

The primary goal of NeuroSync is to revolutionize communication for individuals with speech
impediments through the innovative decoding of imagined speech using EEG technology. At its
core, NeuroSync aims 'to assist in the rehabilitation and enhancement of verbal communication .
skills for those with speech impediments, leveraging EEG-based decoding to- empower

individuals on their journey to improved communication.

Beyond individual rehabilitation, NeuroSync extends its impact to healthcare by enabling more
accurate communication during medical consultations for patients with speech challenges. The
project also seeks to foster independence for individuals with locked-in syndrome, facilitating
remote communication of thoughts and preferences. Additionally, NeuroSync envisions new _
opportunities in employment by seamlessly integrating individuals with speech impediments

into workplace communication and collaboration.

The project underscores a commitment to soc;,ial inclusion, empowering individuals with speech
disabilities to actively engage in social gatherings by breaking down communication barriers. In
the realm of entertainment and gaming, NeuroSync aspires to enhance experiences for
individuals with speech impediments, allowing them to participate in multiplayer games and
enjoy interactive media. Moreover, it addresses crucial scenarios such as emergency response
communication, ensuring that individuals with speech disabilities can convey critical

information promptly and accurately during emergency situations.

Finally,” NeuroSync aims to facilitate multilingual communication by providing a universal,
non-verbal communication method. This application promotes cultural exchange and
understanding, breaking down language barriers and fostering a more interconnected and
harmonious global community. In essence, NeuroSync's goals encompass both transformative
technological advancements and practical applications, positively impacting the lives of

individuals with speech impediments and contributing to a more inclusive and empathetic
society. ;

Dept. of AIML, KS Institute of Technology Page 8
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Objectives:

The primary objective of NeuroSync is to conduct a focused performance evaluation using

real-world metrics like accuracy, speed, and a manageable vocabulary size. This assessment et

aims to gain valuable insights into the syétem's efficiency in translating EEG signals into
coherent and meaningful text, acknowledging the constraints on vocabulary richness. Going
beyond technical benchmarks, our central objective extends to measuring the functional impaq
of NeuroSync on individuals with speech disabilities. This includes evaluating communication

efficacy, social connections, and the transformative influence on educational and professional

opportunities.

In pursuing thi§ objective, NeuroSync aspires to be a purposeful tool, aiming to be
transformative without requiring an expansive vocabulary. By empowering users to effcctively.
articulate their thoughts within these constraints, our goal is to contribute to enhancing social
connections and creating more inclusive educational environments. This commitment
underscores the project's broader societal impact, positioning NeuroSync as a pragmatic

solution tailored to the unique challenges faced by its users.

Looking towards the future, our objective is to adapt and integrate advancements in AI-BCI
technologies while maintaining a focus on the manageable vocabulary size. This ensures that
NeuroSync remains at the forefront of innovation in the dynamic landscape of assistive

technologies, sustaining its adaptability and relevance.

Fundamentally, the overarching objective is to highlight the paradigm shift brought about by
NeuroSync—where even with a limited vocabulary, silence evolves into a powerful tool for
empowerment and self-expression in communication. Through this project, we aim to address

communication challenges effectively within the given constraints, creating meaningful . .

connections for individuals with speech disabilities.

Dept. of AIML, KS Institute of Technology Page 9
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Chapter §

SYSTEM REQUIREMENT SPECIFICATION

The system requirements and specifications for the project of imagined speech recognition. The
hardware and software components that is used to acquire, process, and translate the EEG

signals from the brain to text. The main components are:

Bioamp EXG pill: A small and powerful analog front-end (AFE) board for biopotential signal
acquisition. It can record publication-grade EEG signals from the scalp using wet electrodes. It
can be paired with any microcontroller unit (MCU) or single-board computer (SBC) with an

analog-to-digital converter (ADC) such as raspberry pi. It has configurable gain, bandpass filter,
and electrode count,

Wet electrodes: Electrodes made of silver/silver chloride (Ag/AgCl) that use an electrolyte gel
to form a conductive path between the skin and the electrode. They have low electrode-skin

impedance and high signal quality. They are suitable for recording EEG signals from the scalp.

Raspberry pi: A small single-board computer (SBC) that can run Linux and other operating
systems. It has a 64-bit quad-core processor, 2GB, 4GB, or 8GB of RAM, wireless networking,
Bluetooth, USB ports, and a 40-pin GPIO header. It is used as the main computing unit for the
project. It can communicate with the bioamp exg pill and the ads1115 voltage sensor via 12C

protocol.

ADSI1115: A 16-bit analog-to-digital conveﬁer (ADC) that can measure voltage from four
channels. It is used to measure the output voltage of the bioamp exg pill and convert it to digital

data. It can communicate with the raspberry pi via [2C protocol.

m
Dept. of AIML, KS Institute of Technology Page 10
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Chapter 6
METHODOLOGY

The project of imagined speech recognition is the task of finding out the words or phrases that a
person is thinking of using brain signals. This is a novel and hard problem that needs a mix of
hardware and software methods. The project uses electroencephalogram (ELG) signals as
visualised in Fig 6.2 for this. These signals are electric signals from the brain that are recorded
from the scalp. The method is represented in Fig 6.1 and explained below

Preprocessing: The step of getting EEG signals in real time from a device with many channels,
removing noise with bandpass and notch filters. and mathematically rebuilding the signals for a

clear signal,

Feature Extraction: The step of changing the preprocessed EEG signals to text by finding

important features based on their frequency, time, and space.

Signals Modelling: The step of applying machine learning or deep learning models to process
and understand the features from the EEG signals.

Feature Matching: The step of training and adjusting the model with smart algorithms and

parameters to make the features fit the output.

Decisions: The step of combining the preprocessing and model steps on a small loT device for

real use and fast decisions.

EEG Signals Dataset: The step of making a dataset by creating tasks that make people think of
words and recording the EEG signals. including the ones from spoken words.

e ———
Dept. of AIML, KS Institute of Technology Page 11
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Signals To Text Translation

Fig 6.1. Methodology flow chart
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Fig 6.2. 3 channel EEG signals visualisation

Dept.

e £
of AIML, KS 'lnstitute of Technology Page 12



-

s

-wr

-

-~

~

NeuroSync

Chapter 7

APPLICATIONS
1. Speech Rehabilitation: Assist individuals with speech impediments in rehabilitating and

Improving their verbal communication skills by leveraging NeuroSync's EEG-based decoding
of imagined speech,

2. Augmentative and Alternative Communication (AAC): Enable non-verbal individuals,

such asthose with severe speech disorders, to communicate effectively through NeuroSync's
non-intrusive AI-BCI interface,

3. Accessibility in Education: Provide a means for students with speech disabilities to actively -

participate in classroom discussions and express themselves, enhancing their overall educational
experience.

4. Remote Communication for Locked-In Syndrome Patients: Facilitate communication for

individuals with locked-in syndrome by allowing them to convey thoughts and preferences

remotely, fostering a sense of independence.

5. Employment Opportunities: Open up new avenues for employment by allowing individuals
with speech impediments to participate in workplace communication and collaboration

seamlessly.

6. Healthcare Consultations: Enable patients with communication challenges to convey their
symptoms and concerns accurately during medical consultations, improving the overall quality

of healthcare interactions:

7. Social Inclusion: Foster social inclusion by empowering individuals with speech disabilities
to actively engage' in social gatherings, breaking down communication barriers and promoting a

more inclusive society.

8. Entertainment and Gaming Accessibility: Enhance the gaming and entertainment
experiences for individuals with speech impediments, allowing them to participate in

multiplayer games and enjoy interactive media.

Dept. of AIML, KS Institute of Technology Page 13
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9. Emergency Response Communication: Ensure effective communication for individuals
with speech disabilities during emergency situations, enabling them to convey critical

information promptly and accurately.

; T indivi kin
10. Multilingual Communication: Facilitate communication between individuals speaking
‘ op . 5, P h
different languages by providing a universal, non-verbal communication method throug

NeuroSync, promoting cultural exchange and understanding.

Dept. of AIML, KS Institute of Technology ‘ Page 14
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Chapter 8
CONTRIBUTION TO SOCIETY AND ENVIRONMENT

1. Inclusive Society: Foster a more inclusive society by breaking down communication barriers

for individuals with speech impediments, allowing them to actively participate in various
aspects of life.

2. Empowerment of Differently-Abled Individuals: Empower individuals facing profound
disabilities by providing them with a means to express themselves and communicate effectively,

enhancing their autonomy and self-esteem.

3. Reduced Stigma: Contribute to reducing the stigma associated with speech disabilities by
promoting understanding and acceptance through the integration of NeuroSync technology into

everyday communication,

4. Environmental Impact of Remote Communication: Decrease the need for physical
transportation for individuals with communication challenges, leading to a potential reduction in

carbon emissions and environmental impact.

S. Enhanced Education for All: Improve educational opportunities for students with speech
disabilities, ensuring they have equal access to learning resources and can actively participate in

academic environments.

6. Job Market Inclusivity: Increase inclusivity in the job market by providing a
communication tool that enables individuals with speech impediments to fully participate in

workplace interactions and collaborations.

7. Efficient Healthcare Interactions: Enhance healthcare services by improving
communication between healthcare professionals and patients with speech disabilities, leading

to more accurate diagnoses and treatment plans.

8. Global Collaboration and Understanding: Facilitate global collaboration by offering a
universal non-verbal communication method, promoting understanding and cooperation across

diverse cultures and languages.

m
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9. Cultural and Artistic Expression: Provide a platform for individuals with speech
disabilities to express themselves culturally and artistically, contributing to a richer and more °

diverse cultural landscape.

10. Promotion of Sustainable Technology: Contribute to the development and acceptance of
sustainable and assistive technologies, setting a precedent for the responsible use of AI. in

addressing societal challenges.
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A Survey of Artificial Intelligence (AI) and Brain
Computer Interface Techniques (BCI) for
Translating Brain Signals into Text

Dr Vijayaiaxmi Mekali', Anusha Phasiraj’, Kartik Bhatt’, Sahithi Bhashyam*,

Vipul Kant Tripathi®
Professor and Head, Dept of Artifical Imelligence and Machine Learning. K S Institte of Techmology.
Bemgaturu, Karnatak s’
wnww—-n—u_uu—nm*w

Abw:'lhl'veymnhhmdw*mnﬂwmm
Mdomm:wu&ﬁ_nmd--—-h*’mmwhq—.
powered by !Wy(l&?bﬂwup.ﬁ“bnmm
parbcularly for individuals with speech impediments D’M-‘-M*Tt*”m"’-

Keywords: Brain-Comp Imteriace (BCT), EX cphalography (EEG). Thowght-to-tent conversian, Spocch
snpai A hnology. Signal processing, Machine ng. Deocp b ning. Nevural Language Provessng
(NLP)

L INTRODUCTION

MMM-M&WMfthDﬁmMM-‘N
fulfilbment. Yet, for those with whhﬁenuﬂ.bﬂqh“wd
facing diminsshed quality of life. Enter Al-powered thought-to-text conversion systoms - a wmnsformative techmology
posad b d ; for this population.

Mmaqmuotuuxlmmw.munmuu—
pantams of brain activaty associated with w&m%“n“ﬂh*-
text, bypassing the hmitations of tradinonal vocalization.

Pioacering work ke ThinkXType's [15] groundiwesking FEG 4o-4cxt transhation laid the foundation Swhsequent
advancements, including EmoWrite's sentiment -aware approach D]M&hﬁﬁ-&uhmm
wwﬁchsxiﬁnﬁmm‘ylllsmmﬁeidﬁwdm&qh-gmn’]-d*ﬂc
mwcmm{n)wmmmmumamuﬁ,

mployed. W uﬁuehvﬂmkdwﬁdhs-dc-ﬁdp-plp_.-hh (mrvestgated by
:nasaalcm-uv“mausn-m--ﬂ-ﬁ-mi-_um_

Thdeﬂq“nfwMdmwbhﬁndm]-‘“ulllﬂ.*pl*‘h
r-m.-q-:-m.up-ﬁ—-u-a-m(b-n.mn[n);u-.-‘.mm:umg
2021 [13]; Harsedi et al., 2020 [ 14]).

© lansEr MM&W“AM(‘*M“W“ »

‘M
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- IARJSET SSN (0) 23000021 6N (P) Z304- 1588
y Intarnational Advanced Research Joumal in Science, Engineering and Technology

impact Factor 8.066 -~ Pesrreviewsd & Refersed journat - Vel 10, lssus 12, Oecember 2813
DOE 10.17140AARJSET 2022 101204
Beyond sechmcal specifications lies the cracial question: how effoctively do these systems facilitate mesnimgfel
Mmhﬂwm-—dwpﬁ—-ﬁﬁm.ﬁd
vocsbulary size (Lee cf al., 2020 [17); Sarmiento et al., 2019 [I5]) provide a clear understanding of their curvent
:ansmdlimﬂm.ﬁipadﬁm-nd-ﬂw—ﬂ-

These systems hold the immense potential o empower mdividuals with speech mnpamments to filly particpate m the
apestry of sodiety. They can unlock doars 1o previously inaccessible profcssonal svemses, cnrich educational
opportunities, and foster mesnimgful social commections (Rezsei Tsbar & Halici, 2017 [21]) By bridging the
communication gap and empowering individusks 10 express themactves frecly, these systems offer o beacon of hope for
 mare inclusive and equitsble future.

As these sy e 10 cvolve and refine, drawing upos insights from referenced works like Wang and Jung's

:wmamc«mwi—-thq-wﬂ‘lhﬁzﬂh'

future whene silence 1o longer signifies a barrier but ruther an avenue for empowensd expression and inclusivity. We

mmlbeprecwuﬁmm-Mmﬁcmy—h&mhuh—ddhﬂb
iwed,

n RELATED WORK
[ThinkXType: Thoughts te Text wsing EEG Waves):

In the groundbreaking paper tithed *Think2Type: Thoughts 10 Text using EEG Waves,” rescarchers introduce an
mnovative applicstion of Brin-Computer Inserface (BCH) technology. This application is specifically designed 10
empower individuals with viseal empainments 10 securcly enter sensitive informustion into their devices. By leveraging
tie prower off lectroencephalography (EEG) to captuse brain activity associated with thoughts, the study affers a solstion

The authoes of the paper devote careful attention ko reviewing prior studies in the field. They emphasioe the challenges
faced in differcntiating brain activities for distinct alphabet characters and explore the use of Marse code as a maeuns fo
digitize and reduce festure dimenstons. This comprehensive Eiterature review sets the stage for their novel sppeosch,
which Rocuses an utilizing a unified deep leaming moded 10 extract higher-level spatial varistions in the EEG signal.

The siwdy showeases the development of an innovative implementation strutegy theough meticulous expensneniation.
The dataxet used for training and evaluation consists of over 1500 one- and two-misate EEG recordings collected from
H¢ volusteers. The recorded EEG waves undergo a meticulous process, including snalog to digital conversion, denoising
fitters, FFT transformatson, and subsequent classification using an Ensemble Deep Learning model. This classificution,
representad by Morse code, is then converied into alphanumeric text, providing individusls with a secure and independent
moans of dets emtry.

The paper reporis 8 remarkable accuracy rste of 97.7% for the deep learning model wilizing a Comvolutional Neussl
Network (CNN) to extract higher-level sparial variasions in the EBG signal This model successfully classifies the signals
a3 & sories of neros and ones, representing Morse code. m-ﬂasd&:ﬁylbaﬁzhpﬂ*d
ﬁismhmﬁmmn&vihdiwkhvmmimhwﬁyd&meh“ﬁﬂq
of Tife. The authoes advocale for farther research to refine the model and assess its broader practicality.

{Imagined Specch Clussification with EEG Sigasis for Silest Communicatioa: A Preliminary Investigation into
Synthetic Telepathy|:

In this paper, the authars delve into the fiscinating reaim of wsing EEG sigmals © clasify imagimed speoch, with the
ultimate goal of enabling silent communication. The study defves into the inherent challenges associated with EEG signal
classification for imagined speech, such as the low signal -to-noise ratia, the existence of artifacts, and the variability both
betwern and within subgects.

To ow these pbstacles, the propose an extensive preprocessing approach that aims to reduce noise and climinate
nmmmmmmcm&pmqmm»m-wdmrundm“m-*
speech, the  paper draws insights from. experiments involving imaginod vocalizations, mouthing of vowels, and the
unagination of syllabsc speech without sssocisted musele movements.

O ey This work is licensed wader 8 Crestive Cammaons ANribution 4.0 Intcrastions! |icvans »
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IARJSET IBSN (D) 2303-8021, 1SEM (P) Z304-1688

&? Internationsl Advanced Ressarch Journal in Science, Engineering snd Technology
impact Factor 8.068 * Pesrseviswed & Reforsed joumal * Vel 10, lssus 12, Dsosmiser 2023
i DOL 10.17140MARJSET 2022 101204
For the study, they collected EEG dutasets fram volmicers who were given instructions ¥ imagine spesking two diffesent
lylh"ﬂ.mt:l;ybdlld/kd.dlwi&m'l\.m-uw—'"ln_hn‘"
qlhgrnenllﬂ!ﬂiz.nﬂwi-duﬂdnﬂﬁdspcqlﬂ&p.# ?

Tumtifw-ﬁvuﬁnmﬁ'mthm%‘ employed vanious classification technigues. These techmiques
reparted sesults of the clawsification experiments encompass the avesage socurscy for cach subject snd the diffesent
combinations of subject data.

lnncﬂoﬂhﬁeﬂifymﬁk%ﬁq Whhmﬂmw-‘ﬂw‘
Mr'up«mtmwh&wzwﬁuMTﬁkﬂ.Hﬁmolwm-FMﬁ
fiarther anakysis. The subsequent classificaion resultx, which are summarized in tables, indicate varying degroes of
wuccess across different asbjeces snd combinations of subject data.

mwm'mkummuh&umuwwdmnqh“
the chaklenges axsocisted with this arca, provided a demibed methodology, and showcased the potential for improvement
ﬂ!mgb&rhﬂujmﬁmhmdmmmdmm.mmq believe the study offers valuable
insights, they adso sdvocate fior farther investigations 1o refine featuses, explone noise roduction methods, and assess the
pﬂuﬁlhyufg«muﬁmﬁwmlmmnfﬂjm

|EmoWrite: A Sentiment Anulyvis-Based Thought te Test Coaverson):

In the rewdm of BoineComputer Interface ( technology, & groundbresking rescarch paper tifled "EmoWrite: A
s«nmnmiwmwmrﬂmmh-uwmmm-mb
ummﬁmmwwumummmmmny“m
mmwmmdmmuaamhmmumwhmwnﬁ
and thought do-text comension. y

Individuads with specch impediments, such as paralytic patients, ofien fice considerable difficulics experssing their
thoughs und enmotions. Traditional BCT systemns, while offering some respite, still fall short im capturing the nusnoes
buman sentiment. This is where “EmoWrite® comes into play, offering a my of hope for those secking effective
comymusication selutions.

mmlmnaf"fﬁmu‘#rihe"&mmm&;-:mwwmmmhlpﬁs
W,‘ww@&m@.hmm-ﬁmwwqummh
WmhmnmmMthwﬁwWMayﬁmﬂyh
content of their thaughas but also the intricate apestry of their feelings.

Tmagine this s thoughts cownse &mgkihemiadof“imiﬁdmtwiﬁzspunbmwww-d
analyzex these thoughts in meal time. Through & scambess inizgration of sentiment analysis, the system decodes the
mdu!yingmﬁmmmm&.mxﬂNuw&-ﬁu&MMﬁmdﬁﬂ
b4 channeks.

The experimental facet of the paper invalves assessing the mtegration of emoton-based prediction. Results undersoare -
the practicality of this approsch, showcasing ix puh:nml to significantly siveamline thought-4o-text conversion by

mingmnizing typing time through ematioeselaled word predictions.

Mraamhwwm'&mWW:ipiﬁuapwﬁngﬁththmmw.hM
#megration ammnmmm-wwmmmmmnmuﬁmdm
with specch impairments. As this technology evolves, we can envisian a warld where effective communication becnmes
u reality for all, providing grester inclusivity and empowerment.

The evaluation results of EpsoWride fnther substandiate its prowess. With an sccuracy mte of 90.36%, a typing speed of
6.58 words per minube (WFM), snd s commendable Infoemation Transfer Rute {ITR) of §7.5 bitw'min with commands,
EmnuWrite inachions convertional sysbens, Thcdymhﬁnu&mnmwlmdm_upu
o pivotal facior, significantly enbancing overall peoductivity,

© IARBET m-mnmm.m-mam&-umm ]

M
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IARJSET IBSN (0) 2380-5021, SEM (P) 2304-1688

y international Advanced Research Joumal in Science, Engineering and Technology
Impact Factor B.066 ¢ Pearswviswsd & Relersed joumal = Vel. 10, lssus 12, Dscamber 2023
DOL 10.47148AARJSET 2022101204

|Sibent EEG-Specel Recognition Using Convolutions! and Recurrent Newral Network with 83% Accurncy of 9
Waords ClassiBication]:

mmtfmymsiwwmm@mmmmaquﬂ
buman-compudcr interaction. However, o recent siudy using myography 1o decipher silent spoech raises intrigising
guestions that deserve closer examination.

Ome key concemn revolves around potential bias in the dataset. Focusing solely on a single individual could limit the
Muimamwmlmm;mmmw-mpmhmyz
comversations woud be questionsble. Si , thiis SSK might straggle with diverse speech pasierns beyond o
singhe user's reperioire. Additianal Iy,zmi.*ypﬁﬂiynf&:y:ivﬂﬂ' adapting te the chssifier's quirks further muddics
the water. Is the reporied 72% accuracy a trae reflection of the system's capabilities, or does it merely represent the
person's. clever manipulation of the bechnolagy? Addeessing these issues through diverse subject recruiiment and rigorous
voninol conditiogs is essentinl. for building robust and gencralizsble SSR technology.

The study's chaice of myography - reccrding mmscle activity - also sparks fascinating svemses for discussion. While
EEG, measring besin activity, i the more commen approsch, myogrphy offers its own advantages. 1t may be less
susepiible to exiernal noise und potentially allows for real-ime feedback in BCY spplications. However, its

v ssble muscle movements poses challenges. Tmagine whispering - the minimal muscle activity migght full bebow the
system's detection threshwold. Camparing the pros and cons of myography and EEG, and exploring wuys o combine them,
cousld unbock the full potential of SSR.

Anather poimt of consideration is the dataset’s Emitations. The English-cemnic vocsbulary confines the techaology’s
reach, vemdening it anusablie for nen-Enghish speakers. lmagine a silent trmaslator oady conversant in Shakespearoan prose
o itw usebulness in o globalized world wauld be severely hampered. Expanding datascts to encompass diverse langimges
sl breasdening the wiwrd range xne crocial steps iowards making SSR truly inchusive.

The study’s foves oo BCE development fier commemicadion sid offers o beacon of bope for those with impaired specch.
The: discovery of common beasin patberns during silent speech suggess that a universal "language of thought™ might exist,
pawing thae wary fir BCT interfaces accessible bo a wider range of individuals. However, challenges remain. Refining these
interfaces for werdiiendliness und ensuring their affordability will be orocial for realoworld implementation.

JComverting Your Thoughts to Texts Enabling Brain Typing via Deep Feature Learning of EEG Siguals]:

The research foovses on using EEG signads for bmin typing, specifically in the comtext of motor imagery EEG (MI-EBG)
for Braim-Computer Interface (BCY) applications. The proposed approach is 2 novel deep nearal netwark -based leaming
Framework tha ains $o deoods naw MEEBG signals and sstablish 3 rlsticaship between the EEG data and brain
uctivities. The model eombines the benefits of Convolutional Neural Netwarks (CNNs) and Recurrent Beurad Netwarks,
(RN to offectively decode EEG signals. Additionslly, an Autoenooder layes is eouployed o efiminsie srtifsces. from
the raw BBEG signubs.

The progawed appeaach is evabusted using » large-sende public wwsmm;mwmqu
researchers. The results demonstrate that the propased approach outperforms 1 series of baselines and competitive state.
wfethesan nrethods, achicving a chssification accuracy of 95.53%. The model's applicability is firther demensirated
through the develfopment af a practical BCT sysiem for tping.

The pesearch aleo discuses the chablenges associsted with EEG decoding, such as the variabelity of EEG signals between
individuals and the presence of nodse and antifacts. The propesed approsch sddresses thess challenges and achieves high
fewels of sccursoy sod procision, muking it suitable for proctical m&mmmmwum&
futare work, inclpding improving sccurscy in person- independent seenarios and addressing limitations related to EEG
henduet agtributes.

Twe diverse datasets Toel this study, offering complementary stengshs. The public cegmmidb, & ieasure frove from
Physiabiet, contass ZB0,00 meticulously annotaied hoxin sigrals fom 10 sshjoots. porforming various mental ks,
Each signsd, metculousty capured by 64 EEG chamels, provides rich insights. Abngside this robust rescurcs, & smaller
dataset of 241,900 sumples emevges from the Emotiv Epoc+, & readily availahle conssercinl headset. This bocsl dataset,
collected from muliiple sabjects, showeases the model's sduptability o reslowarld conditions using acoessible squipment.
By harnessing both coonpretvensive and proctive] duts sources, the study schieves both genentizability and relevancs i
everyday scenmios, . .

€0 ANISH T Tvis work livensed weader o Creative Communy Asribution 4.0 titerantional Licomse »
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|Rabust Uinderstanding of EEG Patterns im Silent Speech]:

mdmnmtmvht;uwmofh'mnlwmndw a

wammmhmurwmmqmuhmu
hmmul‘liﬁcn’wls' nom-invusive wm;.dliﬂi#*miwhﬂﬁﬂh‘lw
‘“W“‘m“mmm:mmwm

The dutaset they use comsists of EEG signals colbected from 20 individusls (17 mes and 3 women) at the National
University of Colombia's Clinical Electrophysiology Laborsiory. The signals were recorded using & neuro-headset with
Ne » & gromnd. and u referonce electrode, all placed on the left hemisphere Werincke's ind Brocs's anw. The
recandings were conducted with the individusle' eyes closed and under cansistent moise and brightness levels

!rﬁmmmwmdimmmmmwhmuu—.uml@
table of the most frequently wsed features im different analysis methods, inchuding time domain, frequency domain,
wuvelet transform, nmmmbm.MHm&deWhmhawﬁmm
szigmlsmuqrmmwhmiaﬁmminnﬁm'miqliwm

Furthemsane, it debves e the application of PCA for feabure extraction in each channel of the EEG signal. It explains
M*I’fihmmmwnumwmmemdpmmm fieatures that are resisiant bo noise, making & a vabuble ool for
processing EFG data in BCT systems. Additionally, it briefly mentions Robusa Principal Component Analysis (RPCA}
uamwmwmmwﬂ.MWMkMﬂthm

IW%WI-WMWSMW-WMW!

wﬁthvmhpm&nsh&afWiMWh&mMMﬂmdm
om speech-berdent. technigoes fiil to provide privacy whes used in pablic. Concenis over the privacy und security of
venralised sysbemy have led b the trction of sbematives using blockchain technulogy.
In this inclusive project, an aliernative spprosch to husman-computer internction for individuals with disshilities i
presented. Byﬁlﬁgu.mmg?ummmm:dmmmmm
applicstion navigution snd text inpart sre enahiod without the use of hands o anms. The brain<omputer interface allows
mmimemctwithﬁmp&xﬁmuﬁg&e&&m@&ﬂﬁb&aﬁm»&dmm&nmmmmw
caplusing sctivity o sticulutory musches, elimisating the need to audibly spesk. This innovative combimation
empawers individuals with hand or arm impeirments o conmunieate seambessly i their duily lives.

To ensure prvacy and socune dsta exchange hetwon peos, mafktgﬂmmnmdlwmw.
This sysiem priorifises privacy and adidresses concems reganding centralised plotforms.

The gooject wiilises the EMG.UKA carpus dutaset, developed ot the Karlsruhe Instituge of Technobogy. This dataset

Mn&;%mﬁmﬁmﬁnysﬂﬁmﬁy@@&fumﬂhmwwmmw :
The EMGWUBA. Trisl corpus, 1 subset of recondings from four speakers, provides howr snd 52 minutes of dubs.

M@;mnw&m&ﬂw;whwMsihﬂmmm\m:hm&mﬁtﬁym.

mm.mmlmmmngammmmqmwmmmwmm

{Comtinuous Silent Speech Recognition using EBG]:

This. paper explores contimuns silo speech recognition ui.gdwhmﬁmmmm
mm.mmwm(mwmm(mpubmmm
ﬁwmmmmmmhwmmmmmhmmmmwmu
tend. mmnlhdmmmﬁmﬁeﬂiﬁwdmhg!?&him &rpufmwwmnhmm

CMNWﬁMSMWﬁMWMWME'MWWM&MWW
nmmhke&u,ﬁiat, and Bisby by impeoving technology ibwili i
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Elecovnography (EEG) i v asi of messuring electrical activity of the human brain by EEG semsors
“hmbﬂfhlﬁilggﬂkwamwmhmﬁ*&“
(ECoG) is an mvasive procedure requiring brain surgery o implant clectrodes.
 fhis wauk, asive EEG signaks are wsed 10 decode thanghts or perform cotinuous sslent speech recognition.
Pmﬂ?&h&ﬂmwhmqm“w-pﬂ
wh%-uﬁmhmmlhqmmwbﬂbmmklwﬁﬁy.m.
these experiments did nat involve subjects explicitly reading sentences in their minds, making & uncler whether the
work described in this study studies the contimvous silent speech recognition problem.

[imagined Specch Classification wsing EEG]:

The rescarch article discusses the use of Electencephalogram (EEG) signsks for classifying imagined speech, siming
to explore the poscatial for communication between mdividuals EEG signals were recorded from 13 sbyeces as they
imagined the English vowels ', ¢/, 7, ‘o', and ' in respanse 1 visul stimuli. Preprocessing techniques were used &0
memmmmmuw“c—md-mm--—.d
chissification sccumcy of 4%, indicating that EEG contains destinet information for classifying imagimed speech soross
subjects.

L

The methodalogy invehved subject preparation, stimubus presentation, and EEG recording. Preprocessing techniques
were nsod 10 nddress artifacts and noise in the EEG signals. Feature extraction involved computing statistical parameters
such us meas, variance, sandard deviation, and avernge powes. These features weve computed for both relaxation and
stimlution instances, and the differcnce values were used as the final festuses for classification. Classification was
performed using a Back Propagstion Nowrsl Network with 4 input parameters and § owtput nodes representing the
characters. W', ¢!, W, '0’, and ‘. The results showed significant classification rates for some vowels, with an average
chussification: rute of 44% noross the subjocts.

These feaures sme compaed for both relaxation and stimulation imsmnces and are used for classification. The difference
vakues between the relaxation and stimulation periods are also computed and used as the final foatures for classifiention.
Thase Yoatures ane oracial for differentiating the imagined speech yowels and are used im the classification process nsing
8 Back Propagation Newral Network.

and those unshle ¥o speak. Futare work could involve expanding the set of chamciers and sssessing the feasibility of
devoding all major alphanumeric charsciers through EEG signak.

The articl peovides valushle insights into the potential use of EEG for imagined speech classification, with implications
for nssistive commuonication devices and the possibility of text input through imagined speech.

[Thinking out load, s open-access EEG-based BCT datwset for inner speceh recogition]:

The study “Thinking out loud, i open-access” introduces an EEG-based BCT dataset designed 1o facilitate inner speech
imner specch, pronounced spech, and visuslized condithons. The study's significance lics i its provision of an openly
nocessible resousce, which has the potentisl 10 advance understanding of inner speech commands and related beain
mechanisms within the B field.

The study's key findings encompass the scquisition of diverse EEG data from participants, the developmest of processing
scripns, and the snalysis of neural comrelates asocisted with inner speech. By affering & comprebensive dataset for the
has the potemisl to advance understanding of sutomatic bexin patiem detection related 1o imner spoech.

The subject matter of the study revolbves around the crestion of an open<acocss EEG-bassd BCY dataset for inner spoech
recognigion, aiming 0 addeess the scarcity of publichy svailable datasets in this aren.

€ IARBET This work s licensed snder a Creative Cammons Astribution 4.0 lnterastions] License k)
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