














            major drawback of this algorithm and how it can be corrected. 

2.  What is reinforcement learning? 

3.  What is Q function and Q learning? 

 

PSO1- 3 

PSO2- 2 

 

Text Books 

1. Tom M. Mitchell, Machine Learning, India Edition 2013, McGraw Hill Education. 

Reference Books (specify minimum two foreign authors text books) 

1. Trevor Hastie, Robert Tibshirani, Jerome Friedman, The Elements of Statistical Learning, 2nd 

edition, Springer series in statistics. 

2. Ethem Alpaydin, Introduction to machine learning, second edition, MIT press. 

Useful Websites 
1. https://nptel.ac.in/courses/106105152/ 

2. https://www.coursera.org/learn/machine-learning 

3. https://www.slideshare.net/ColleenFarrelly/machine-learning-by-analogy-59094152 

Useful Journals 
● IEEE Transactions on Evolutionary Computation 

● https://www.journals.elsevier.com/knowledge-based-systems 

● https://www.journals.elsevier.com/neural-networks 

● http://jmlr.csail.mit.edu/ 

Teaching and Learning Methods 

1. Lecture class:   50 hrs 

2. Revision: 2hrs 

Assessment 

Type of test/examination: Written examination 

Continuous Internal Evaluation(CIE) : 40 marks (Average of three tests will be considered) 

Semester End Exam (SEE): 100 marks (students have to answer 5 full questions)  

Test duration:                 1 :30 hrs 

Examination duration:  3 hrs 

 

CO to PO Mapping 
 

PO1: Science and engineering Knowledge 

PO2: Problem Analysis 

PO3: Design & Development  

PO4:Investigations of Complex Problems 

PO5: Modern Tool Usage 

PO6: Engineer & Society  

PO7:Environment and Society 

PO8:Ethics 

PO9:Individual & Team Work 

PO10: Communication 

PO11:Project Mngmt & Finance 

PO12:Life long Learning 

 

PSO1: Ability to understand, analyze problems and implement solutions in programming languages, as 

well to apply concepts in core areas of Computer Science in association with professional bodies and clubs. 

PSO2: Ability to use computational skills and apply software knowledge to develop effective solutions and 

data to address real world challenges. 

 

https://nptel.ac.in/courses/106105152/
https://www.coursera.org/learn/machine-learning
https://www.slideshare.net/ColleenFarrelly/machine-learning-by-analogy-59094152
http://www.guide2research.com/?p=7897
https://www.journals.elsevier.com/knowledge-based-systems
https://www.journals.elsevier.com/neural-networks
http://jmlr.csail.mit.edu/
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What is Machine Learning ? 

MACHINE LEARNING 

(17CS73) 
Module 1 

Machinc learning is an application of Artificial Intelligenee 
(A) that provides systems the ability to automat1cally learm 
and improve from expericnce without being explicitly 
programmcd. Machine lcarning focuses on the development of 
compuler programs that can access data and use it learn for 
themselvcs. 

Dy 
RAGHAVENDRACHAR S, 
Assistnnt professor, 
Dept of CSE, 
KSIT,Bangalore. 

Mr Raghavendrachar 0 ,AsaslanM Prodos sor, 
Dep of CSE, KGIT. 
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Classilication of Machine Learning 
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Adyantages of Machinc Learning 

Easily identifies trends and patterns 
No human intervention needed (automation) 

Machine Learning can review large volumes of data and 
discover specific trends and patterns that would not be upparent 
to humans. 

With ML, you don't need to babysit your project every step of 
the way. Since it means giving nmachines the ability to learn, it 
lets them make predictions and also improve the algorithms on 
their own. 

For instance, lor an e-commerce website like Amazon, it serves 
to understand the browsing behaviors and purchase histories of 

its users to help cater to the right products, deals, and reminders 

relevant to them. It uses the results to reveal relevant 

A comnmon example of this is anti-virus software's, they leam 

to filter new threats as they are recognized. ML is also good al 

recognizing spam. ndvertiscnments to them 

Rhendrectheu 9Aaslelar Pyoleseo, Cst, KBIT *** o 
e Raghaedn S ,Asssland Provaav, 
WCSE. KSIT 



Handling multi-dimensional and multi-variety data 

Continuous Improvement 

Machine Learning algorithms are good at handling data that 

are multi-dimensional and multi-variety, and they can do this in 

dynamic or uncertain environments.

As ML algorithms gain experience, they keep improving in 

accuracy and efticiency. 

This lets them make better decisions. Say you need to make a 

weather forecast model 

As the amount of data you have keeps growing, your 

algorithms leam to make more accurate predictions faster. 
Wide Applications 
You could be an e-tailer or a healthcare provider and make ML 

work for you. Where it does apply, it holds the capability to 

help deliver a much more personal experience to customers 

while also targeting the right customers. 

Mr.Raghavendracher S . Assistont Prolessor, 

Depi of CSE, KSIT. A endraoher S 
, 

Asalnlant Proloesor, 
aSE, ASN. 

MACHINE LEARNING 
[As per Choice Based Credit System (CBCS) seheme 

(Effective from the academic year 2017 - 2018) 

SEMESTER- V11_ 
1?CS3 1A Marks 

Exmi Marks 
Exain Hours 

Applications of Machine Learning 
Subject Ce 

Nuunter of Lecrure Houus Week 
|Total Nunber of Lecrure Hours lege Recognition CREDITS -04 

Tearhing Alodule- 11 
Eours 

Iatvoduction: Well posed leaming probiems. Designing a Learmng syste10 Hoar 
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Text Bookl. Sections: 3.13.7 
Module-3 
Artificial Neural Nerworks: Inrodiuction. Neurnd Netwark represeutatica 0S Ho 

Appropriaie probienis. Paceptrons. Backpropagation algoiTthIn.

a 
Predicia 

Virtual 
Persona 
Assistan 

Product 

Email Spam Tecomnend 
ations and Malaare 

Filtering driving 
Cars 

Text book l, Sectious:4.l -4.6 
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ITon M. Michell, Machine Leanung, Indis Edition 2013, Mcyaw Hll Education 

Reierence B6ok TrevoHase. Rote! Tbluran. Jaoue Fnedms, h The Eletuuts of Statistisal| 

Learng. 2d ceation, sprger eiies " statgtses. 
2 Ethecn Alpryhm, Iaroskauction to wachine leauing. sesoud ediuoa, MIT pres 

** ***** * 

N VUresOurce.c 
w RaghaverrachasS , Asaislard Prodess 
Dopt of CSE. KSIT MRehevendrachar.D,sialarA Pruosa, 

Dopl d CSE, KSIT 



CEXCH SrlEbE 

**"* ne Laamdng 
T 

t Ce 

****** 

uresourCe.co 
Mr.Raghavendrachar.S,Asaistand Prolesso, Dept of CSE, KSIT. 

MrRaghavndrachar.s ,Assistand Professor, 
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Applications of Machine Learning 
Laraag a opnia 1pokan wada. 

Al of th oo oeshal spoech reoogioa syas enpioy mchine oarmins in oaas fum. Well- Posed Learning Problems 
ndn nods (e Walbed 1910) d dhod kor lerming tde Marto mode 

in mny sdnalAnscrprein prubler 
dnoi, c. Sunlr loctinps e pu a Ppcahon 

Definition: A computer program is said to learn from 
experience E with respect to some class of tasks T and 

performance measure P, if its performance at tasks in T, as 

measured by P, improves with experience E. 

A checkers learning problem: 
1. Task T: playing checkers 

2. Performance measure P: percent of games won against 

LoerinN t die an ionoG ehck. 

bigkwan among oher cars Similr techricqea have poMcable applications ia mary icnsO-baeod 

o riery of laT dabae to kan penan! 
reaulares iamglie n the data. For cmple. docioa tree kanaiog ordme bavo boen wod 
by NASA t leam ho y cleil cjets o nd F aoy 
Say Sevey. whic oosa of throo ermabytes of imso data 
Aemng to pley ad-cs ckgnon. 

TDADeon Tesmero 1992. 1995). eancd lu araey by playing ovs ans mllion practise oPponents 

3. Training experience E: playing practice games against itself 

TAM Some sacseshl pplications of machne lkaraing 

MrRaghavendrachar.3 , Assistant Pradessor 
Dept of CSE, KSIT. 

MrRaghavendrachar.S .Assistad Prafessor, 
Dept of CSE, KSIT. 

A handwriting recognition learning problem: 
1. Task T: recognizing and classifying handwriten words 

within images 

A robot driving learning problem: 

I. Task T: driving on public four-lane highways using visionn 

2. Performance measure P: percent of words correctly 
sensors 

classified 

3. Training experience E: a database of handwritten words 
with given classifications 

2. Performance measure P: average distance traveled before 
an error (as judged by human overseer) 

3. Training experience E: a sequence of images and steering 

commands recorded while observing a human driver 

MRaghevendrpchar.S ,Asshland Proleuso, 
Depl of CSE, KSIT. MRaghavondrachar S .Assinlanl Professor, 

epl of CSE, KSIT. 



Choosing the Training Experience 

The type of training experience available can have a significant 

impact on success or failure of the learner. Designing a Learning System 

Choosing the Training Experience 
One key attribute is whether the training experience provides 

direct or indirect feedback regarding the choices made by the 

performance system. 
Choosing the Target Function 

Choosing a Representation for the Target Function 
For example, in learning to play checkers, the system might 

learn from direct training example consisting of individual 
checkers board states and the correct move for each. Choosing a Function ApproximationAlgorithm 

The Final Design Indirect information consisting of the move sequences and final 
outcomes of various games played. 

Ar.Raghavendrochar.S , Assistant Profe6s0, 
Depl of CSE, KSIT. MRaghavendrechar.S .Assietani Prolessor, 

Dept of CSE, KSIT 

*** 

** 

A second important attribute of the training experience is the 

degree to which the learmer controls the sequence of training 
A third important attribute of the training experience is how 
well it represents the distribution of examples over which the 

final system performance P must be measured. 
examples. 

For example, the learner might rely on the teacher to select 
informative board states and to provide the correct move for 

In general, learning is most reliable when the training examples 
follow a distribution similar to that of füture test examples. 

each. 
In our checkers learning scenario, the performance metric P is 

the percent of games the system wins in the world tournament 
Alternatively, the leamer might itself propose board states that 

it finds particularly confusing and ask the teacher for the 

If its training experience E consists only of games played 
against itself, there is an obvious danger that this training 
experience might not be fully representative of the distribution 
of situations over which it will later be tested. 

correct move. 

Learner may have complete control over both the board states 

and (indirect) training classifications 
MRaghavendrachar.SAsaietant Prolessor, 
Dept o CSE, KSIT. 

Mr.Raghavendrachar.S .Assistard Prolesso 
Dept of CSE. KSIT. 

To proceed with our design, let us decide that our system will 
train by playing games against itself. This has the advantage 
that no external trainer need be present, and it therefore allows 
the system to generate as much training data as time permits. 
We now have a fully specified leaming task. 

In order to complete the design of the learning system, we must

now choose 

A checkers learning problem: 
1. Task T: playing checkers 
2. Performance measure P: percent of games won in the world 

1. the exact type of knowledge to be, learned 

2. a representation for this target knowledge 

3. a learming mechanism 

tournament 

3. Training experience E: games played against itself 

es .Assalard Proleaso, 

MRaendrachar,Assiniard PIdeua, 
D of coE, KSIT. 
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Choosing the Target Function 

The next design choice is to determine exactly what type of knowledge will 
be learned and how this will be used by the pesformance program The function ChooseMove B -> M to indicate that this 

function accepts as input any board from the set of legal board 
states B and produces as output some move from the set of 
legal moves M. 

For example, checkers-playing program that can generate the legal moves 
from any board state The program needs only to learn how to choose the 
best move from among these legal moves 

This loaming task i8 representative of a large class of tasks for which the 

legal moves that define some large search space are known a priori, but for 

whtch the best search strategy is not known. 

Throughout our discussion of machine learning we will find it 
useful to reduce the problem of improving performance P at 
task T to the problem of learning some particular target 
function such as ChooseMove 

Many optimization problems fall into this class, such as the problems of 
schoduling and controlling manufacturing processes where the available 
manufacturing steps are well understood, but the best strategy for 

The choice of the target function will therefore be a key design 
choice. sequencing them is not. 

MRephevendracher S Aselatant Profoeso, hndrcher.s Assistand Proflesscr 
Dep of CsE, KSIT. Dap osE, KSI, 

Choosing a Representation for the Target Functioa 
** 

We must choose a representation that the learming program will use :o 

we will find it useful to define one particular target function V 

among the many that produce optimal play. As we shall see, 
this will make it easier to design a training algorithm. Let us 

therefore define the target value V(b) for an arbitrary board 

state b in B, as follows: 

describe the function that it will learn. 

for any given board state, the function will be calculated as a linear 

combination of the following board features 
*: tho umber of black pieces on the board 

*2 ne numoer ot red pieces on the board 

r: the numberT of black kings on the bord 
r: the number of red kings on the board 

1. ifb is a final board state that is won, then V(b)= 100 

2. ifb is a final board state that is lost, then V(b)= -100 

3. ifb is a final board state that is drawn, then V(b) =0 

4. ifb is a not a final state in the game, then V(b) = V(b), where 

is the best final board state that can be achieved starting 
from b and playing 
(assuming the opponent plays optimally, as well). 

x_: the number of black pioces tarealened by red (Le.. whch can be capur 

on red's Dext lum) 

6: Ue nunber or red peces threatened by black 

Thus, our leaming program will represent V6) 3 a lincar functa of he 

forn 

timally until the end of the game where wo through wg are numerical coeficients, r waighis, to be chosen by he 

learning algorithm. Learned values for the weights w1 through * wl deune
the relative importance of the various board features in determanng tho vaae o 
the board, wbereas the weight u will provide un additive caastaat to ibe bor 

value.
MRaghavendracher. S .Agaistand Prolesaor, 
Dept of CSE, KSIT. Prolessos, MRogh Dep d CSE, KSIT. 

Choosinga Eunction Approximation Algorith 

P'artal desga oda cbecker karning progran: 

Tak T: piayiung deckers 
Peiormaae measure P: percent of ganes won in the world tournament 

Training expeienue E qanes playod ugainst itself 

Tan functim: V:Bourd-+ 
Tuget function represenadion 

In order to learn the taryet funcüoa V we equire a set of runiang exanpies, cacd 

describing a specic boand state b and the ursining value Vmsd) tor . la other

MOrds, cacd training exanple is aa onderad pair of the fomm (b, Va)). For 

1astunce, the following truning example descnbes a daad siate d in which black 

hes wou the gume (uote n =0 indicaes that red has no rernaning pieces) and 

tor which the turget function value Vrainl6) is theredore +l0 

iln , 0,1 = l. = 0, = 0. =0), +100) 

Tar úrst thae isens abrve ouvapd to ue speciicaion of te leuning lak 

whereas the baal two itens constitue design choices lor the impleioeulatioa of the 

carning proran 

1 
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Estimating Training Values 

According to our formulation of the learning problem, the only

training infomation available to our learner is whether the 

game was eventually won or lost. On the other hand, we 

require traning examples that assign specifiC scores to specific 

board states. 

Despie the ambiguity inherect in esimating raining valoes for intermediate 

board states, one simple approach has been found to be surprisingly successful. 

This approach is to assign the training valbe of Vnsalb) for any intermediate board 

stale b lo be V(Successortb), wtere V is the learner's carren approximation to 

V and wbere Succestor(b) derotes the net board sale lollowring b for which it 

is again the program's um to move (iz., te board sate following the program's 

move and the opporent's response). Th~s ruk fx estimating traming values can 

be sunmarized as 
Whie it is casy to assign a value to board states that 

coTespond to the end of the game, it is less obvious how to 

assign training values to the more numerous intermediate board 

states that occur before the game's end. Rue for estimating truining vaiues 

Vab)-V(Saccessortb)) 

kestart Pdena 

Adjusting The Weights Several algorithms are known for finding weights of a linear 

function that minimize E. 

Al that remains is to specify tbe karning algorithm for choosing the weighes to 
best ft the set of training ezarnples {b. Vpeia(b)}. As a first sip we must define 

what sve mean by the best fi to tbe training data. One common approach is to 

define the best bypotbesis, or set of weighis, as that which minimizes the squared 

cTOr E betweea the training values and dhe valoes predicied by the lypothesis V. 

One such algorithm is called the least mean squares, or LMS 

training rule. 

For each observed raining example it adjusts the weights a 

small amount in the direction that reduces the erTOr on this E= (rmiy-Pr) 
training example. 

R ndacar S .istan Praessor 

De d CSE. KST. dcs sistad Prdeu 

The Final Design 
The fiaal design of our checkers learning syem an be naturaly desabeb 

asna PrOgam modules that rEpreseni he cenur componcnis n many icanEng 
sysems Tbese fouT modukes, sumnarized in Figure arc s loLOwS: 

LMS wight update rale. 

For each traináng example b, Vusalbi) 
O r 

oe the caeas weigs to caleulase Vb) 

+ (Valb)- V(b) 4 

Heey a smal coestant (eg. 0.1) that moderates the size of the weight update. 
itive undernding lo wy this weight updale cule works, notice 
that wben the eror (Vuea b) - Vb)) is zero, o weghts are changea. when 
Vuib) Vb) ii posiive (ie., when V(b) is wo low). hen each weight is 
ncreaed in poportia to te vabe of its corTesponding feature. This will raise 
the value of Vb), redaáog te eto. 

Faa den of to chockes earnins prograa. 
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Critic Performanee System 

.The Performance System is the module that must solve the 

given perfomance task, in this case playing checkers, by using 
the learned target function(s). It takes an instance of a new 

problem (new ganie) as input nd produces a trace of its 

solution (game history) as output 

The Crltc tokes as input the history or traCe of the game and prDduces as 

outpul a set of training examples of the target function. As shown in the 
diagram, each training example in this8 case coresponds to some game state 

in the trace, along with an estimate Vrain of the target function value for this 

cxample. In our example, the Critic corre sponds to the training rule given 

by Equation 
In our case, the strategy used by the Performance System to 

select its next move at each step is detemined by the learned p 
evaluation function. Therefore, we expect its performance to 
improve as this evaluation function becomes increasingly 

Vrain (b) V(Successor(b)) 

accurate. 

WRaghavendracher.8 .Aseietent Proleacor, 
Oepl of CSE, KSIT. 

Mr.Raghevendrecher.S ,Asslatenl Proleseor 
Dept sE, KSIT. 

Generalizer Experiment Generator 

The Generalizer takes as input the training examples and 
produces an output hypothesis that is its estimate of the target 

.The Experiment Generator takes as input the current hypothesis 
(currently learned function) and outputs a new problem 
(i.e., initial board state) for the Performance System to explore 

function. 

Its role is to pick new practice problems that will maximize the 
learning rate of the overall system. It generalizes from the specific training examples, 

hypothesizing a general function that covers these examples 
and other cases beyond the training examples. 

In our example, the Experiment Generator follows a very 

simple strategy: It always proposes the same initial game board 
to begin a new game. In our example, the Generalizer coresponds to the LMS 

algorithm, and the output hypothesis is the function described 
by the learned weights wo, 6. 

More sophisticated strategies could involve creating board 
positions designed to explore particular regions of the state 
space. 

Raghavendrachar.5.Asthlad Professor, 
a CsE, KSIT. 

vendrch.sAsaghN Proessor, 
oE, KSIT. 

The seguence of design choices made for the checkers program as 

summatized in Figure 
Detemoe TYpe 

These design choices have constrained the learning task in a 
number of ways. 

TH hancdum Furthermore, we have constrained this evaluation function to 
depend on only the six specific board features provided 

If the true target function V can indeed be represented by a 
linear combination of these particular feahures, then our 
program has a good chance to learn it. If not, then the best we 
can hope for is that il will leam a good approximati011, Sinee a 

program can certainly never leam anything that it cannot at 
least represent. 

iermne Rapweacntation 
Laned Pcton 

Arifuial naural 
ww 

Vorenmi 

deied Dealgr 
MReghverdreha aend Prulee 

Degi a Cat, KoiT, 
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Issues in Machine Learning Perspectiyes And Issues In Machine Learning 
What algorithms exist for learning geveral target functions fron specific 

training examples? In what settings will particular algorithms converge to the 
desired function, given suficient training data? Which algorithms perfom 
best for which types of problems and representations? 

.How much training data is sufficient? What general bounds can be found 
to relate the confidence in leamed hypotbeses to the amount of training 
experience and the character of the learner's hypothesis space? 

.When and how can prior knowledge held by the learner guide the process 

of generalizing from examples? Can prior knowledge be belpful even when 
it is only approximately correct? 

What is the best strategy for choosing a useful next training experience, and 
how does the choice of this strategy alter the complexity of the leaming 
problem? 

One useful perspective on machine learning is that it involves 

searching a very large space of possible hypotheses to 

determine one that best fits the observed data and any prior 

knowledge held by the learner. 

The LMS algorithm for fitting weights achieves this goal by 
iteratively tuning the weights, adding a correction to each 
weight cach time the hypothesized evaluation function predicts 
a value that differs from the training value. 

What is the best way tw reduce the leaming task to one or more function 
approximation problems? Put another way, what specific functions should 
the system atlempt to leam? Can this process itseif be automated? 

How can the leamer avtomatically alter its representation to improve its 
ability to represent and learn the target function? 

MReghevendrachar.3Assislant Prokeasor, 
Dept of CSE, KSIT. racher.S.Assstant Professor, 

Dept of CSE. KSIT. 

Concept Learning Format Desinition for Concept Learning 
Inducing general functions from specific training examples isa 

main issue of machine learning. 

Concept Learning a learning task in which a human or 
machine learner is trained to classify objects by being shown a 
set of example objects along with their class labels. 

Inferring a boolean-valued function from training examples of 
its input and output. 

The Learner simplifies what has been observed by considering 
it in the form of an example. 

An example for concept learning is the learning of bird 
concept from the given examples of birds (positive examples) 
and non- birds (negative examples). 

Concept Learning - also known as category learning, concept 

attainment and concept fomation. 

Concept Learning Acquiring the definition of a general 
category from given sample of positive and negative training 
examples of the category. 

Each concept is a Boolean Valued function defined over this 
larger set. [Example : a function defined over all animals 
whose value is true for birds and false for every other animal.] 

M.Reghewendrucher.S ,Asahtat Prolessor. 
Depl of CSE, KST. 

wR Deo o ceEe > AsSAsiand Professo. 
Dep o E, KSIT. | 

AConcept Learning Task 
*** 

consider the example task of learning the target concept "days 
on which my friend Aldo enjoys his favorite water sport." 

Exampk Sky AirTemp Humidity Wind Water Forecast ErjoySport 

Sunny 
Suany 
Rainy 
Sunny Waro 

Warm Normal Strong arm 
Strong Warm 
Strong Wam 
Strong Cool 

The previous slide table describes a set of example days, each 
represented by a set of attributes. 

Same Yes 
Warm High 

High 
High 

Same Yes 
Cold Change No 

Change Yes 
.The attribute Enjoy Sport indicates whether or not Aldo enjoys 

his favorite water sport on this day. TABLE 
Positdve and negative training examples for the target ooncept EnjoySporn. 

The task is to learn to predict the value of EnjoySport for an 
arbitrary day, based on the values of its other attributes, 

ahove 1.S ,Paatanl Pfdenor, 

Dopt of CSE. KRIT Mr.Reghewendracher. S .Assislant Professor
Dept of CSE, KSIT. 



In particular, let each hypothesis be a vector of six consiraints,
specifying the values of the six attributes Sky, Airfemp, 

Humidity, Wind, Water, and Forecast. For each atribute, the 
hypothesis will either 

What hypothesis representation shall we provide to the learner 

in this case? indicate by a "T" that any valur is acceptable for this atribute, 

specify a single required value (e.g, Warm) for the atrbute, or 

indicate by a " that no value is acceptable. 

Let us begin by considering a simple representation in which 

each hypothesis consists of a conjunction of constraints on the f some insance z satisfies al the coastraints of hypothesis h, then h clas-

sifies x as a positive example (h(z) = 1). To illusrate, the hypothesis thal Aldo 

Cnjoys his favorite sport only on cold days with high humidity (indepevdent of 

the vahues of the other atríbutes) is represented by the expression 

instance atributes. 

(2.Cold, High.?.?.7 

Raedcs ,annad Pkeuu 

kPapaeras, oart PrchosaA, 

Notation 

Cire 

To summarize, the EnjoySport concept leaning task requires 
learning the set of days for which EnjoySport= yes, 

describing this set by a conjunction of constraits over the 

instance attributes. 

Lasances X: Posibe days. each described by toe auributes 

Sky (wah posible valbes Sunny. Ciady, and Rainy), 

AirTemp (with valuCs Warm and Cddj. 
Humidisy (wrh valucs Nor mal and High). 

Wind (with values 31rong and Weal). 
Water (ith vaues Wan nd Cad ), aod 

Por ecasr (with values Sanme and Change). 

Hypocheses H: Exch bypotbesis is described by a concjunctioa of coastraits on the a 

inbutes Sky. AirTemp, Humidiiy, Wind, Waser, and Foreraan. The consuanu may be 7 

(aay vae is acceplable), "T (2o value s acceptable), or a peihc vahue. 

Target coocepi c. EnjoySport : X+ {0,1} 

Tcaining eTamples D: Posiive and egtive ezamples of the targes fumcion 

Deteraoe 

In general, any concept leaming task can be described by the 

set of instances over which the target function is defined, the 

target function, the set of candidate hypotheses considered by 
the learner, and the set of available training examples. 

A hypotesis h in H sucb that hir) = ct) for allz in X. 

TABLE 
The Erjoyport concept kaning task. 

esialard Pradesao, 

chs.eiard Prokeeaa Dept of CE, KST 

The Inductive Learning Hypothesis 

Whea learning the target concept, the leamer is presented a set of training 

canples, each consisting of an instance x from X, along with its target concept 

vaue ctr) (eg, the tráning examples in Table ) Instances for which ctx) = 1 

are caled positive examples, or members of the target concept. Instances for which 

c) = 0 se called negative examples, x nonmembers of the target concept. 

We will fun write thbe ordered pair (z, clx)}) to describe the training example 

coesisting of the instance s ard is target concept valuc c(z). We use he symbol 

Do deooe te set of available training examples. 
ven a setA trainiag eramples f the target concept c, the problem faced 

by the kartA is to hypotbesize, or esinate, c. We use the symbol H to denote 

the of all possible hypotheses that the leaner may consider regarding the 

icentity of the targe comcopt. Usually H is detemined by the humn designer's 

choice ol hyothesis reprevemtion. in general, cach hypothesis k in H represer 

a boolean-valued fuocton defined over X; hat is, h : X > 10, 1. The goal of the 

learner is o fînd a hypoheis h soch that h(r) = cir) for a'l r in X. 

Inductive learning algorithms can at best guarantee that the 

output hypothesis fits the target concept over the training data. 

Lacking any further information, our assumption is thal the 

best hypothesis regarding unseen instances is the hypothesis 

that best fits the observed training data 

The inductive learning hypothesis: Any hypothesis found to 

approximate the target function well over 

set of training examples will also approximate the target 

function well over other unobserved examples. 

sufficiently large 

Dot Cse *** Pk 

1 



Concept Lcarning As Search 

Concept learming can be viewed as the task of searching 

through a large space of hypotheses implicitly defined by the 

hypothesis representation. 

Consider, for example, the instances X and hypotheses H in the EnjoySport 

learning task. Given that the attribute Sky has three possible values, and that 

AurTemp, Humidity, Wind, Water, and Forecast each have two possible 

values, the instance space X contains exactly 3*2*2*2*2*2= 6 distinct 

instances. 

The goal otf this search is to find the hypothesis that best fits the 

training examples 

A similar calcaulation shows that there are 5*4*4*4*4*4 = 5120 

syntactically distinct hypotheses within H. 

It is important to note that by selecting a hypothesis 

representation, the designer of the learning algorithm implicitly 
defines the space of all hypotheses that the program can ever 

represent and therefore can ever leam. 

every hypothesis containing one or more "g symbols represents the empty 

set of instances, that is, it clasifies every instance as negative Therefore. 

the number of 
1+(4 33*3*3*3)= 973. 

semantically distinct hypothess 5 ony 

Our EnjoySport example is a very simple learn1ng task, with a relatrvely 
small, finite hypothesis space Most practical learning asks involve much 

larger, somet1mes infinite, hypothesis spaces. 

MRaghaendrechar. S,Assisterd Prolesso 
MRaghavendrachar SAssistard Pessor. 

Dept of CSE. KST 

General-to-Specific Ordering of Hypotheses 
To illustrate the general-to-specific ordering, consider the two 

hypothesess 

Now consider the sets of instances that are classified positive 

by hl and by h2. 

Because h2 imposes fewer constraints on the instance, 
classifies more instances as positive. 

h1 = (Sunny, ?, ?, Strong,?,) 

ha = (Sunny, ?.?,?, ?,?9 
In fact, any instance classified positive by hl wili also be 

classified positive by h2. 

.Therefore, we say that h2 is more general than hi. 

Det of CSE ST MRaghendn chS ,Assistenl Proleesso, 

Dept of CSE, KST. 

This intuitive "more general than" relationship between hypotheses can be 

defincd more precisely as follows. First, for any instance x in X and hypothesis 

h in H, we say that z satisies h if and only if h(r) = 1. We now deñine the 

more generad shan or squal 1o relation in terms of the sets of instances that sat 

isfy the two bypotheses: Given bypotheses h; and h, Aj is more generalshan.or. 
equalso ha if aod only if any instance thal satishies ha also satisies h 

We will also ind ii useful o consiskr caes wde aae typudesis s A ar 

eneral than the other. Tderefore, we wid say hat à, is (idy}aoar l d 

sometimes ând tde inverse asl md wsay h à is orepeic hn k 

Definison: LeA hy and k, be boolean-valued fonctions definod ovar X. Then a, is 

more general.than.or.egal.to A (writen h2A) if and oaly if 

re XMha) = )- 4,(a) = D 

or S ,Askdend Prolee 



Rsianer Hypothese H 
To illustrate these definitions, consider the three hypotheses hi, h2. and 

h5 from our EnjoySport example. sbown in Figure How are these hree 

hypotheses related by the 2, relation? As noted earlier, hypothesis ha is more 

general than hi because every instance that satisfies h also satisfies h2. Simi 
larly, h2 is more general than hg. Note that neither ki nor h3 is more general 

than the other, although the instances satished by these two hypotheses intersect, 
neither set subsumes the other. Notice also that the 2, and >, relations are de- 
fined independent of the target concept. They depend only on which instances 
satisfy the rwo hypotheses and not on the classification of those instances accord- 

ing to the target concept. Formally, the z relation defines a partial order over 
the hypothesis space H (the relation is reflexive, antisymmetric, and transitive). 
Informally, when we say the structure is a partial (as opposed to total) order, we 
mean there may be pairs of hypotheses such as hy and h3, such thal h ~e hs and 

Suny, Wars Hp Seron, Co, Saa» . 

FIGURE 
Lustances. hypotbeses, and the mor e-general than relaion. Tbe box oa the et reareeas the set X 
of all intanca, the box cn the rgt the sa of ail bypotbesea. Ec bypohesis comesponds t 
Mome sub ot e botor inszanoca nat tcassbes posuv. Tre aowconecng ypotnesc 

The 2, relation is important because it provides a useful structure over the 
hypothesis space H for any concept learning problem The following sections 

preset co0cept leaning algorithms that take advantage of this partial ordeT to 

eficienty organize the search for hypotheses that fit the training data. 

Raghavendrachar S .Assieterd Prolesaor, 

t d 82 sabunes the mubaet characterized by k1. hence ha 

is ME-EEneraiihar 

Depl of CSE. KST 
Dept of CSE, KSIT. 

Find-5: Finding A Maximally Specific Hypothesiss 

I. Initialize h to the mos specifc hypothesis in H 

2 For eacb posiive tnining instance r 

For cach atribule constraint ag in 

the constraint ay is saisied by z 

Then do nodhing 

Example Sky AirTemp Humidity Wind Water Forecast EnjoySpo 

Normal Strong Wam
Strong Warm 
Stroag Warm 

Cool 

Warm Same Sunny 
Sunny 
Rainy 
Sunny 

High 
High 
High 

Wam Same 

Cold No Change 
Change 

Else replace in h by the pext wore geaeral coastrainl that is satisicd by r 

Warm Strong Yes 
3 Oupur hypothesis h 

TABLE 
TABLE 
FrD-S Algorithm Positive and negative training examples for the target concept EnjøySport. 

R ndchar.S Assislard Prolessor, AReghavendrachar.S .Assisdent Prolessor 
Dept of CSE, KSIT. 

Nexy, the second training 
example (also positive in this case) forces the algorithm to further gencralize h| 

this time substituting a "7" in place of any aturibute value in h that is not satisfied 
by the new example. The refined hypouhesis in this case is To illustrate this algorithm, assume the leamer is given the sequence of 

training examples from Table for the EnjoySport task. The first step of FND 
Sis to initialize h to the most specific hypothesis in H 

h(Sunny. Warm, ?. Strong. Warm, Same) 

Upon encountering the third training example-in this case a negative exam- 
ple-the algorithm makes no change to h. In fact, the PrND-S algorithm simply| 
ignores every negative example! 

To complete our trace of PiND-S, the fourth (positive) example leads to a 
furtber generalization of h 

h-.9,. 0,0, 0) 
Upon observing the first training example from Table 
positive example, it becoanes clear that our hypothesis is too specific. In particular,
Done of the "V constraints in k are satisñcd by this example. so each is replaced 

by the next more general constraint that fits the example; namely, the attribute 
values for this training example. 

which happens to be a 

h(5unny, Warm, 7, Strong. ?,9 

The PrD-S algorithm illustrates one way in which the more-general shan 
partial ordering can be used to organize the search for an acceprable hypoah 
sis. The search moves from bypothesis to bypothesis, scarching from the most 
specihc to progressively more general bypotheses along one chain of the partial 

ordering. 

h-(Sunny, Warm, Normd, Stromg. Warm, Same) 

MRagheendrachar.S ,Assistanl Prolessor, ERe achers.Aassanl Palesso, 
Depl of CSE, KSIT. Depl of CSE, KIT. 



Issues in Find SAlgorithm 

pether 

.Has the learner converged to the cormect target concept? Although FiND-S| 
will find a hypotbesis consistent with the training data, it has no way to 
determine whether it has found the only hypotbesis in H consistent with 
the data (i.c., the conrect target concep), or whether there are many other 
consistent hypotheses as well. We would prefer a leaning algorithm that 
could determine whether it had converged and, if not, at least characterize 
its uncertainty regarding the true identity of the target concept. 

UR he hypoahesis apae srarch erfoamd by IANOS. Te aearh heglau (ho) with the mou mpecific 

hyleais in , * iersn, posidve raiplng examples e denoted by "+t 

Why prefer the most specific hypothesis? In case there are multiple hypothe 
ses consistent with the training examples, FIND-S will find the most specific. 
It is unclear whether we should prefer this hypothesis over, say, the mo0st 
general, or some other hypothesis of intermediate generality. 

hywhoais ta , hn tis wargy genreal byleses (h1 throwgh ha)* nndaexd by tlhe 

ran gative by "" ad inatances that havo nod been presented as tralning oxamplee re denoted by a 
cle 

MRgheereohe.,Aaelete Profess0r, 
Depd of CS, KOIT. 

Mr.Reghavendrecher. 6 ,Aselalent Profeasor, 
Depl CSE, KSIT 

Version Spaces and The Candidate-eliminatioa 
Algorithmn 

Aro the training exumples consistent? In most practical leurming problems 
there is some chance that the training cxunples will contain at least somc 
erors or oise. Such inconsistent sets of raining examples can severely 
mislead HND-S, given the fact that it ignores negative examples. We would 
prefer on algorithm thal could at least detoct when the training data is in- 
consistent and, preferably, accommodate such erros. 

The CANDIDATE-ELIMINATION algorithm, that addresses 
several of the limitations of FIND-S. 

Notice that although FIND-S outputs a hypothesis from H, that 
is consistent with the training examples, this is just one of 
many hypotheses from H that might fit the training data equally 

What if there are several maximally specilie
hypothosis language H for tho EnjoySport task, there is always a uniqu. 
muost specific hypothesis consistont with any set of positive examples. How- 
over, for other hypothesis spaces (discussed later) there can be several maxi- 
mally specific hypoihescs consistent with the data. In this case, PiND-S must 

be extended to allow it to backtrack on its choices of how to generalize the 
hyporhesis, to accommodato tho possibility that the target conccpt lies along 
a different brunch of the partial ordering than tho brunch it has selected. Fur- 
thermore, we can define hypothesis spaces for which there is no maximally 

apecific consistent hypothesis, although this is moro of a theorctical issuo 

than o practical one 

onsistent hypotheses? In the 

well. 

The key idea 
is to output a description of the set of all hypotheses consistent 
with the training examples. 

the CANDIDATE-ELIMINATION algorithm 

M.Raghavendrachar.3 , Asslelad Professor, 
Dept of C3E, KIIT. 

Mr.Reghavendrecher S ,Assistent Prolessor, 
DOpl o GsE, KSIT. 

-Representation 
The CaNpLDATR-ELaNATrON algorithun tinds all describable hypotheses that are 
consisuent with the observed training cxamplcs. In order to define this algorithm 
precisely, we begin with a few basic definitions. Iirst, let us say that a hypothesis 
is consisient with the training cxamples if it correctly classifics these exanples. Definition: The version space, denoted VSw.p, with respect to hypothesis space H 

and training examples D, is the subset of hypotbeses from H consistent with the 

training examples in D. 
Dinldon: A hypothesis h la conlstend with a set of trainíng examplcs D and 

nly if htz) c(r) fo cach example (x,c{«)) in D. 

Consistent (h. D)= V{x. cir)) c D) h)- ctr) 
VSs.D= (h e H|Comusistent (h. D)) 

An examplex is said to sarisfy hypothesis h when h(x) = I, 

regartlless of whetherx is a positivo or negative cxamplo of the uarget concept. 
However, whether such an cxample is consisient with h depends on the target 

concept, and in particular, wheter h(r) » c(x). 

Tho CaNDIDATE-ELMINATION ulgoritm ropresens the set of all hypotheses 
coasistent with the observed uraining examples. This subset of all hypotheses ie 

caled the version space with respect to the hypothesis spaceH and the training 
cxamples D, because it contuins all plausible versions of the target concept. 

Rghaerecrar,3 , Asalam Prolessa, 

Dep ol CSE, KSIT, 
cnar 
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The LIST-THEN-ELIMINATE Algorithm 

The LIST-THEN-ELIMINATE Algorithm first initializes the 
version space to contain all hypotheses in H, then climinates 

any hypothesis found inconsistent with any training example 
The LaST-THEA-ELIAINATE AMjoridhm 

1.Version pace-a lis containing every bypothesis in H 

2. For each Iraining example, (u, e) 
ramove from Version pace any hypodhesis h for which hHo) £ct) 

3. Output the list of hypotheses in Vesiomspace 

The version space of candidate hypotheses thus shrinks as 
more examples are observed, until ideally just one hypothesis 
remains that is consistent with all the observed examples 

The LIST-THEN-ELIMINATE Algorithm it is guaranteed to 
output all hypotheses consistent with the training data. 

The LsT-THEN-ELaNATE algorihm. 

MRaghavendrecher. ,Asslatand Prodesaor, MRaghevendrucher.S , Asseland Proleaso, 
Depl od CSE, KSIT. 

AMore Compact kepresentation for Versio Spaces S:IeSunry, Warm, , Strong,. , »| 

.The CANDIDATE-ELIMINATION Algorithm works on the 
Same principle as the above LIST-THEN-ELIMINATE 

Algorithm. Sumy , 1, Srong. 1, ?> cury, Warn, ?, , }, <1, Warm', Strong. ?, > 

The version space is represented by its most general and least 
general members. 

G:Sumy,2 1.1,1. , 7, Wam, > 
These members fom general and specific boundary sets that 

delimit the version space within the partially ordered 
hypothesis space. 

FIGURE 
A version space wih its general and specisic boundary scts. The version space includes al sx hypodheses showa here, but can be represeoted more simply by S and G. Arows indicaie instances of the moare 4eneral Jhan relaion. This is the version space for the EnjoySpor t concept learnung problem and urainiog eramples described in Table 

wReghavendreche.3 ,Asaeled Proleo, 
Depl ol CsE, KSIT. MeReghev Depl of C0e, KaT, a.,enled Prodesen, 

To illustrate this representation for version spaces, consider again the En joySport concept leaming problem described in Table . Recall that given the
four training cxamples from Table , FiND-S outputs the hypothesis 

h (Sunny, Warm, ?, Strong.1, Defniton: The general boundary G, with respeca to hypothesis space H and training dala D, is he set of maximally general nembers of H consistent with D. In fact, this is just one of six different hypotheses from H that are consistent with these training examples. All six hypothe»es are shown in Figure constitute the version space relative to this set of dala and this hypothesis repre- sentation. The arrows among these six hypotheses in Figure of the more.general shan relation. The CaNDiDATE-ELIMNATION algorithm rep resents the version space by storing only its most gencral members (labelcd G Figure 
two sels S and G, it is possible to enumerate all members of the version space 2s needed by generaing the hypotheses that lie between these two sets in the generalto-speciic partial ordering over bypotheses. 

G lg e HConsistent (8. D) a (-3x' ¬ HEC> ) A Consistent(s. D)lI . They 

Defteltion: The speclic boundary S, with respect to hypothesis spece H and training data D, is the set of minimally general (i.e., maximally specific) members of H coosistent with D. 
indicate insances 

S e HConsistent (s, D) a (- e HN6 >, f)n Conslstent (, D)J) n and its most speciic (labeled S in the figure). Given only these 

MwRegheendrecher.S,Aealalard Piolenar, Op d Cse, KsIT. 
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CANDIDATE-ELIMINATION Learning Algaritnm 
Theorem 2.1. Verson pace repreentation throrem. Let X be n artitrary 

of instances and let H ea s of hmdean-vahed hypothes defned over X. L 

: * * (0. 1} e an arhitrary tarn cr defnnd ove , amd e D e an 

arbitrary set of training etamler (i, ri)) Re a X, , , and D raxh that ` an 

Gare well deined. 

The CaNDIDATR-BLMINATION algorithm computes the version space containing 

all hypotheses from that are consistent with an observed sequence of training| 
examples. t begins by initializing the versicn space to the set of all hypotheses 

n H: that is, by initializing the G breundary set to contain the most general 
ypothesis in H 

Go-(7. 7.7,.2,7} 
Phael To rove the thevem if mefhes to how th (1) evwy A satiefying the right 
hand side f the atee erereen n 'Se Mnd t2) evy member f VSa, 

s.aiies the right Aand tidb of the expeeerkn To thow (1) let e n artrary 
mr G, e a artirmry mbey of S, ant A an titrry mema f H, 

a halr . Thea ty the dnlinitikon of S, 1 met e etis hed by al otitive 

eles in Rece &, à mnt aten e tatitfked by all poeHive etampkes in 

n Sanilarty hy the de-nitie o , CRnn e nsisiel by »ny negtive eApde 
e Dan eaur * camn hed by any egtive etample in D. 

Aew ified y all ponitive enamies in and by no egative examples 
i oiste wih and thweftwe k is a membes of V San. This proves 

e (1) 7 aromen fr ( in a hi mae compier t can he proven by antuming
wwein VSs thx ds nx saisty the ng-hand side of the enprestion, then 
shwing tha shis leds ton ivesistenoy. 

arnd initializing the $ boundary set tn contain the mos specific (least gereral)D 

ypoxhesis 

These two bouncdary sets delimit the entire hyprthesis space, because every other 
hypothesis in # in both moe general than S and more sperifc than Go. As 
each training example is conaidered, the and G brandary sets are gerneralized 
and specialized, reupectively, to eliminate from the verion spnce amy byprothe-
es found inconsistent with the new training example After all exarapies have 
been processed, the computed version space comtains all the bvpotheses comsis- 
ent with these examples and only these hypotheses 

An 1llustrative Example mtk& t d mxinelty gonen hypotheses in H 
nmilie of marinaih qpecifc hypoxheses in H 

Rra fre G y bypothenis inconsisten wih d 
r axh hypochesis 1 im S dhal is not consistent with d 

R rom S 

Ad toSal mnimal generahzations oli ch thad 
&s COesisicat with d, and some member of G is more generel than h 

Rere tron S ay hypothesis that is noe gencral han anotes hy pothevia in S 
Sny. Wam Srug, War 

erm S hypodhesis inconsistend with d 
fra ypobosis in G tht is nox conmislent withd 

Remoweg from G 

Add t G minimal specializatioes h of ach ch 
Tmining s Comsstent witb d. and some member of S is more pocihc than 

Rempve fran G ay hypothesis that is less geoeral than another bypotheais in GG 1SWam Normel Sarong. Wam ene Enjoy Sn Ts 

2. Se. Warm High. Srong Wara i Knjoy pori Te" 

IGURE CoNDuDATnbnaNAnoN Trcei d Go e he nta y 

peidc and eeal hypehene Trn eamgles w moeener, au n the FNDS aigpithn. Tg ave w effecs on d 

TAL 

CoTEnouT garihn sing wernice pacs Natice the duaiy ia how ponitive and 

1 d Wam , Sun Warm. San siSuey, Warm , Strong War Sa 

4 Suany, Warm Sarung >i 

GS W ? 

7sengaani 
zining liaary 
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A Biased Hypothesis Space 
INDUCTIVE BIAS 

Suppose we wish to assure that the hypothesis space contains 

the unknown target concept. The 
CANDIDATE-ELIMINATION Algorithm will 

converge toward the tnue target concept provided it is given 

accurate training examples and provided its nitinl hypothesis 

space contains the target concept The obvious solution is to enrich the hypothesis space to 

include every possible hypothesis. 

What if the target concept is not contained in the hypothesis 

space? Can we avoid this difficulty by using a hypothesis space 

that includes every possible hypothesis? How does the size of 

this hypothesis sppace intuence the ability of the algorithm to 

generalize to unobserved instances? How does the size of the 

hypothesis space influence the number of training examples 

that must e observeod? These are fundamental questions for 

induchve inference n general. 

To illustrate, consider again the Enjoy Sport example in 

which we restricted the hypothesis space to include only 

conjunctions of attribute values 

Because of this restriction, the hypothesis space is unable to 

represent even simple disjunctive target concepts such as 

"Sky Sunny or Sky = Cloudy." 

Rhemdnchar S .Assatent Proleeev, 

MRaghavendrachar 3 .Aesietsnd Prcdesanr 

Dept of CSE, KSIT 

n fat given the following three training examples of this disjunctive hypothesis, 
our algorithm would find thar there are zero hypotheses in the version space. 

An Linbiased Learner 

Exp y AirTenp Humidiry Wind Water Forcast EnjoySpor 

Qoudy 
Rainy 

Nocmal Strong Cool Change 

Wam Norma Surong Cool Change 
Normal Strong Cool Change 

fes 
Yes In the EnjoySport leaming task, for ezample, the size of the instapce pace 

X of days described by the six available artributes is 96. How many possibie 

concepts can be defined over this set of instances? n other words, how large is 

the power set of X? [n general, the number of distinct subsets that can be defñined 

over a set X containing IX] elements (Le., the size of the power set of X) is 24 

Thus, there are 2, or approximately 10 distinct carget concepts that coukdbe 

defined over this instance space and that our learneT might be called upon to kan 

Wm o 

To see why there are no hypotheses consistent with these throe examples, 

ote that the most spccilic hypotbesis consistent with the irst two examples and 

representable in the given hypothesis space H is 

Sa: (2, Warm, Normal. Strong. Cool, Change) 

This bypothesis, altbough it is the maximally specific hypothesis from H that is 

consistent with the first two examples, is already overly general: it incorrectly 

covers the third (negative) training example. The problem is that we have biased 

the leamer to consider only conjunctive hypoheses. In this case we require a more 

eapreasive hypothesis space 
wRaghavendrachar S . Asastant Proe 

Dept of CSE, KSIT 
Dep of CSE, KSIT. 

LA s eloralate he EnjoySport learning ask in an unbiased way by 

oa Dew ypsbess spece H that can represeat every subsct of instances; 
thax is. comespond to the power sot f X. One way to dotine uch an s to 
ow otuary disjuncions, conjunctions, and negations of our earlier hypotheses. 

ror , e ya cMoA "Sky = Sunny or Sky = Cloudy" could then be 

described 

because this is the most speciic possible hypothesis that covers these three eta 

ples. Similarly, the G bouadary will consist of the hypochesis thai ruics out oniy 

the observed aegative examples 

(Sunay, 1,?,7,7,7) v (Cloudy. 7,1,7, 1,7) 

Giveo die brypoabosis upace, we can sasely se the CaNDDATE-BLMINATON 

goritho widand woarying dut the wyet concegt might no be eapreasible. How 
eva, hile thás bypotesis upeis eluninades uay prbes of expresability, it un- 
Sortunaely raises a cew, cqually duffcul problen:ou cnce lewaing algortl 
s aw conphesely unabe o generebze beyond the oerved eAMnpics! e 
way, wuppone we prosent thsee positive exanples (a .4) and two egati ve ex 
uphes 4.1) to the learne. Al tás pin, the 3 boundary of the verikn pace 
will otain thbe byysbesis whuch is jusl the dusyuanction of the poaitve exanpes 

The peubdeau bere is that with this vey expressive hypuchcsis representakion, 

the S bouauary will always be siupty the disjutiou of the observed posuüve 

Cxamples, while the G bounkury will always be the aegaod dhsjuncüou of the 

observed uegalive exauples. Therelore, the only examples thal will be unambugu-

ously classiied by S and G ue the odserved uaining ekampkes themselves. in 

order to coaverge to a single, tinal anget comep, *e will bave to preseot every 

singe iustaxe in X as a uunung eample! 



The Futility of Bias-Free Learning Because L is an inductive learming algorithm, the result L(s, D.) that it in- 
fers will no in general be provably comrect: that is, the classification L.lx, D,) need 
not follow deductively from the training data De and the description of the new 
instance X. However, it is interesting to ask what additional assumptions could be 
added to LD, Ax so that L(xi, De) would follow deductively. We define the indbc 
tive bias of L as this set of additional assumptions. More precisely, we define the 
inductive bias of L to be the set of as sumptions B such that for all new instances 

Because inductive leaming requires some fom of prior assumptions, or 
inductive bias, we will find it useful to characterize different learning approaches 
by the inductive bias' they employ. Let us define this notion of inductive bias 
more precisely. The key idea we wish to capture here is the policy by which the 
learner generalizes beyond the observed training data, to infer the classification 
of new instances. Therefore, consider the general setting in which an arbitrary
leaming algorithm L is provided an arbitrary set of training data De ={(%,clr)}) 
of some arbitrary target concep c. After training, L is asked to classify a new 
instance x. Let L(j. D,) denote the classificotion (e-g positive or negative) that 
L assigns to z after learuing from the training data De. We can describe this 
inductive inference step performed by L as follows 

(B D, A) + L, D,) 

where the notation y z indicates that z follows deductively from y (ie. that 
is provable from y). Thus, we define the inductive bias of a learner as the set of 
additional asumptions B suffcient to justify its inductive inferences as deductive 
inferences. To summarize, 

Definition: Consider a cocepe learning algorithm 1. for the se of insiances X. Let 

c be an arbitrary concept deined over X. and ler D. = Ix, cr)}} be an arbitrary 

set of trainimg examples I e. Let L(zj, D) denote the classification ussigned to 

the instance x byL after taining on the data De. The inductive bias of L is any 

miimal set of asertions B such that for any target concept c and corresponding 

training examples De 

(De Au)> L(i, De) 

where the noation y & indicates that z is inductively inferred from y. For 
example, if we take L to be the CaNDIDATE-ELImNATION algorithm, D to be 
the training data from Table 2.1, andz to be the first instance from Table 26, 
then the inductive inference performed in this case concludes that L(zi, D) = 

(Enjoysport = yes). 

VE XI(B A D. A )E Li. D-) 

Mr.Raghavendrechar.3, Assistant Professor, 
Degt of CSE, KSIT. 

Me.Raghavendrachar.S .Assistent Prolessor 
Dept of CSE, KSIT. 

Inductive bias of CANDIDATE-ELIMINATION 

Atgorithm One advantage of viewing inductive inference systemns in termns of their 

inductive bias is that it provides a nonprocedural means of charactenizing ther 
policy for generalizing beyond the observed data. A second advantage is that it 

allows comparison of different learners according to the strength of the inctuctive 

bias they employ. Consider, for exumple, the following three kaning algonithms, 

which are listed from weakest to strongest bias. 

A ri 

1. RoTE-LEARNER: Learning coresponds simply to stornng each observed rain- 

ing example in memory. Subsequent instances are classiied by looking them 

up in memory. If the instance is found in memory, the stored classiication 
is returned. Otherwise, the system refuses to classity the iew instance. 

2. CANDIDATE-ELIMINATON algorithm: New instances are classi fied nly in the 

cAse wherd all embers of the eurrent vesioa space agree vn the classii- 

cation. Otherwise. the system refuses to classify the new instanca 

3. FIND-S: This algorithm, described earlier, finds the most specitic hypothesis 

consistent with tho raining examples. It then uses this hypothesis to classify 

all subsequent instances. 
semu by aqulvaeM dedecrve nyMemA The npaet-upul beav U 

C ATPLbeMAo ipidn ing ypudheeds spece in is e decuc 

ewe cho peover ot iizáne Oaera . Carciericios induorive »ynems 
calld the inductirs biaa u oguvalen dedacnive systeas. This povides a 

A osdine io heir policieo fur gmernliadng beyond ho ob> 

.RaghavendechaS , Assatant ProksK 

Oept of CSE., KSIT MRagevendrechar.5 ,Asistent Proleasor, 
Dept d CSE, KSIT 
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EXHAUSTIVE QUESTION BANK 

Academic Year 2020-2021 [Odd Semester]

Batch 2017-2021 

Year/Semester/section IV/VIL/A &B 

Subject Code-Title 17CS73- Machine Learning 

Mr.RAGHAVENDRACHAR S Dept 
CSE 

Name of the Instructor 

Questions 

Module 1 

1. Identify various applications of Machine Learning. 
2. Make use of following examples to explain well posed learning problem. 

i. Checkers learning problemn 
Handwriting Recognition learning problem 
Robot Driving learning problem 

ii. 
iii. 

3. Determine the following with respect to checkers learning problem. 

i. Choosing training experience 
Choosing Target function 

Choosing Representation of Target function 

Choosing function Approximation Algorithm 

ii. 
iii. 
iv. 

4. Design Checkers learning system using four distinct program modules. 

5. Identify different issues in machine learning. 

6. Design Find - S Algorithm 

7. Apply Find - S Algorithm for the given below target concept Enjoy sport. 

Example Sky AirTemp Hunidity Wind Water Forecast EnjoySporn 

Yes Strong Wam 
Strong Warm 
Strong Wam 

Cool 

Normal Same Sunny 
Sunny 
Rainy 
Sunny 

Warm 
Sanie Yes High 

High 
High 

2 Warm 
No Change 

Change 
3 Cold 

Warm Strong Yes 

8. Design Candidate Elimination Algorithm.



9. Apply Candidate Elimination Algorithm for the given below target concept Enjoy sport. 

Example Example Sky AirTemp Humidity Wind Water Forecast EnjoySport 

Sunny Wam Nomal Strong Warm Samc Yes 
Sunny Wam High Strong Warm Same Yes 

No Change 
Change 

Rainy Cold High Strong Warm 
Sunny Warm High Strong Cool Yes 

10. Design List-Then Eliminate Algorithm 

11. Determine Inductive Bias With respect to the following 
Biased Hypothesis Space 
Unbiased Learner 
Futility of Bias-Free Learning 

i. 
ii. 
iii. 

Module 2 
1. Identify Appropriate problems for decision tree learning. 

2. Design ID3 Algorithm

3. Identify the necessary measure required to select the attributes for building decision 
tree using ID3 Algorithm.

4. Apply ID3 Algorithm to construct the decision tree for the given target concept Play 
tennis. 

Day Outlook Temperature Humidity Wind PlayTennis 

No 
No 

Weak High 
High 
High 
High 

Normal 

Hot DI 
D2 

Sunny 
Sunny 

Overcast 
Strong 
Weak 
Weak 
Weak 

Hot 

Yes 
Yes 

Hot D3 
D4 Mild 

Cool 
Cool 
Cool 
Mild 

Rain 

Yes DS 
D6 

Rain 
Rain 

Overcast 
Sunny 
Sunny 
Rain 

Normal 
Normal 

Strong 
Strong 
Weak 

No 
D7 Yes 

No High 
Nonmal 

D8 

Cool Weak Yes 
D10 
Di1 
DI2 
D13 
D14 

Yes 
Yes 
Yes 
Yes 

Weak Normal 
Normal 

Mild 

Strong 
Strong 
Weak 
Strong 

Sunny 
Overcast 

Mild 

High 
Normal 

High 

Mild 
Overcast Hot 

Rain Mild No 

Make use of suitable example, explain the following 
i. Hypothesis Space Search In Decision Tree Learning 
ii. Inductive Bias In Decision Tree Learning 
iii. Issues In Decision Tree Learning 



Module 3 
1. Determine the application of neural network which is used for learning to steer an autonomous vehicle. 

2. Identify the appropriate problem for Neural Network Learning. 

3. Make use of suitable diagram, explain the concept of single perceptron. 

4. Design and derive The Gradient Descent Rule 

5. Determine why stochastic approximation is needed to Gradient descent rule? 

6. Design Back propagation algorithm. 

7. Derive Back propagation Rule (Case i and Case ii). 

8. Identify the remarks on Back propagation Algorithm. 

Module 4 
1. Identify features of Bayesian learning methods. 

2. Determine Brute Force MAP Learning Algorithm. 
3. Determine Minimum Description Length Principle. 

4. Apply naïve bayes classifier for the given training data to classify the instance (outlook = sunny, temperature = cool, humidity = high, wind = strong) 

Day Outlook Temperature Humidity Wind PlayTennis 

No 
No 

DI Weak High 
High 
High 
High 

Normal 
Normal 

Sunny 
Sunny 

Overcast 

Hot 
D2 
D3 Strong 

Weak 
Weak 

Hot 

Yes 
Yes 

Hot 
D4 
D5 
D 
D7 

Rain 
Rain 
Rain 

Overcast 

Mild 
Cool 
Cool 

Weak Yes 
No Strong 

Srong 
Weak 

Yes Cool 
Mild 

Nomal 
D8 

No Sunny 
Sunay 
Rain 

High 
Normal 
Normal 

D9 Cool Weak Yes D10 Mild Weak Yes Dii 
Yes Sunny 

Overcast 
Mild 
Mild 

Nomal Surong 
Stuong 
Weak 

Di2 
D13 
D14 

High 
Nomal 

High 

Yes 
Yes Overcast Hot 

Rain Mild Strong No 



5. Determine Bayesian belief network with representation. 

6. Determine the following. 

i. Conditional independence 
ii. EM Algorithm 
iii. Derivations of K means Algorithm 

Module 5 

1. Determine the following 
i. Estimating Hypothesis Accuracy 
ii. Sample Error and True Error 
iii. Binomial Distribution 

2. Determine the following 
i. Confidence Intervals 
ii. Central limit Theorem 
iii. Comparing learning algorithms with paired t Tests. 

3. Determine the following 
i. Reinforcement learning 
ii. Learning Task 
iii. Learning ( Q Function and Algorithm) 

CcoURSEIN CHARGE 
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17CS73 

7 Define Maximum a Posteriori (MAP) hypothesis. Derive an equation for MAP hypothesis 
a. 

using Baye's theorem 
b. (04 Marks) Given P(A = True) = 0.3, P(A = False) =0.7, P(B True | A = True) = 0.4. P(B False | A True) = 0.6, P(B = True | A False) = 0.6, P(B = False | A = False) = 0.4. Calculate P(A = False/ B = False) using Baye's rule. 

Given the previous patient's data in the Table.Q7(c). Use Naïve Baye's classifics to classify the new data (Chills = Y, Runny nose = N, Headache = Mild, Fever = Y) to find whether the patient has flue or not. 

Chills Runny nose Headache Fever Flue 

(06 Marks) 

(10 Marks) 

Mild Y 
No 

N N 
Y Y 

Strong 
N Y Mild 

No N 

Y Strong 
Strong 
Mild 

Table.Q7(c) 

N 

N N 
Y Y Y 

8 a. Deseribe the features of Bayesian learning methods. (05 Marks) b. A patient takes a lab test and the result comes back positive, It is known that the test retums 
a correct positive result in only 98% of the cases and a correct negative result is only 97% of 
the cascs. Furthermore only 0.008 of the entire population has this disease ) What is the probability that this patient has cancer? 
(i) What is the probability that he does not haye cancer? (05 Marks) 

C. The Table.Q8 (c) provides a set of 14 training'examples of the target concept Play Tennis" 
where each day is described by the attribufes, outlook, temperature, humidity and wind. 

Day Outlook Temperature Humidity Wind | Play Tennis 
High 
High 
High 
High 
Normal 
Normal 

Nomal 
High 
Nomal 
Nomal 

Weak 
Strong 
Weak 
Weak 

No 
No 
Yes 

DI 
D2 

Hot Sunny 
Sunny 

D3 Overcast 

D4 Rain 
Rain 

Hot 

Hot 
Mild Yes 

Wcak Cool 
Cool 
Cool 
Mild 
Cool 

Mild 
Mild 
Mild 
Hot 
Mild 
Table.Q8(¢) 

Ycs DS 
D6 No Strong 

Strong 
Weak 
Weak 
Weak 

Strong 
Strong 
Weak 

High Strong| 

Rain 
D7 Overcast Yes 

No Sunny 
Sunny 

D8 

Yes D9 
DIO Rain 
DIlSunny 
D12Overcast 

D13 Overcast 
D14 Rain 

Yes 
Yes 
Yes 
Yes 

Nomal 

High 
Normal 

No 

Use the Naive Bayes classifier and the training data from this table to classify the following
novel instance: <Outlook = Sunny, Temperature = Cool, Humidity = High, Wind = Strong> 

(10 Marks) 
a. Explain binomial distribution and write the expressions for its probability distribution, mean, 

variance and standard deviation. 

9 

(04 Marks) 

2 of 3 
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15CS73 

4 a. Consider the example given in table I. and determine suitable decision tree. 

Table 1 

Enjoy Sports 
No 

Wind Humidity 
High 
HighStrong 
High 
High 

Normal 

Temperature 
Hot 

SI.No. Outlook 
Wcak Sunny 

Sunny 2 Hot No 

3 Overeastt Hot Weak Yes 
Rain M Weak Yes 

5 Rain Cool Weak Yes 
Normal 
Normal 

Sunny n Mild High Weak 

Strong 
Strong 

No Cool 
Cool 

6 Rain 
Overcast Yes 

8 No 

Normal Weak 
Weak 

9 Cool Yes Sunny 
Rain Normal 

NormalStrong 
High Strong 

Normal Weak 
High Strong 

10 Mild Yes 

Yes Sunny 
Overcast 

13 Overcast| 
14 Rain 

11 Mild 

Yes 
Yes 

12 Mild 
Hot 

Mil d No 
(12 Marks) 

b. Explain limitations of ID3 algorithm. (04 Marks) 

5 a. Using perceptron design Neural Network to solve following expression given in below truth 
table. 

X2 Output 
0 0 
0 1 

************ 

(04 Marks) 
b. Write algorithm for Gradient Desceit learning and explain" 
C. What are the advantages of Artifiçial Neural Network? 

(08 Marks) 
(04 Marks) 

6a. Derive the solution for weight update rule where the error is expressed as 

e, ()=u-o,) (08 Marks) 

b. Write Back propagation algorithm and explain. (08 Marks) 

1 a. Use the following cancer diagnostie statics and priori probabilities given to detemine 

P(cancer/®) 
() 0.008 people can have cancer. 
(ii) Positive test is correet in 98% cases. 
(iv) The negative test is correct in 97% cases. 

b. Dctermine the postcriori probability for concept leaming given h e H and D set of instances 

as training example, 
C. Show that maximum likelyhood hypothesis is equivalent to sum of minimum squared error. 

(06 Marks) 

(06 Marks) 

argnin h e H(d, - h(x,))* h ML (04 Marks) 

nf? 



15CS73 

8a. Use the example given in table 1 at Q.No.4(a) and obtain classification for following

instance by applying Naïve Bay's classifier. 
Outlook = Sunny. 

Wind Strong 
Temperature = Cool, Humidity = High 

(10 Marks) 

b. Explain Naive Bay's classifier. (06 Marks) 

(04 Marks) a. Explain what is sample error and tru�, error. 
b. What is confidcnce interval? llow.the confidence interval is detcmined? 
c. Write steps involved in comparing hypothesis using confidence interval. 

9 
(06 Marks) 
(06 Marks) 

Write short note on following : 
a. K-Nearest Neighbourhood leaming 
b. Locally Weighted Regression 

Case Based Leaming 
d. Reinforced Leaming

10 

C. 

(16 Marks) 

3 of3 
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17CS73 

Module-3 
5 a. Diseuss the application of neural network which is usgd steer an autonomous vehicle. 

(06 Marks) 
(08 Marks) b. Write Gradient descent algorithm to train a linegranie along with the derivation. 

Discuss the issues of convergence, local minimg asdd generalization, overfitting and stopping 

criterion. (06 Marks) 

OR 
6 a. List the appropriate problems for n�urakretwork learning. 

b. Define preceptron and discuss its fraining rule. 
c. Show the derivation of back propagation training nule for ouhburünit weights. 

(05 Marks) 
(05 Marks) 
(10 Marks) 

Module-4 
Explain Bayes theorem-4aRention the features of Payekian Ieaming. 
Prove that a maximumkelihood hypotheses cab beiscd to predict probabilities. (08 Marks) 
Explain Naive Bayêscassifier. 

a. (07 Marks) 
b. 
C. (05 Marks) 

. 

8 a. Describe MPeaning algorithm.
b. Classify he esf data.and {Red, SUV, Dótnestic} using Naine Bayes classifier for the dataset 

shown in Table Q8(6) 

(08 Marks) 

Stolen 
RedSports Domestic Yes 

CRedSports DohejticNo 
Sports Domestic 

Color Type Origin 

Red Yes 

Yellow SportsDomesticC No 
Yes Yellow Sports.mported 

YellowSUyImported 
SUY | Impcrted Yes 

Yellow SUV Domestic No 
Red SUV Imported No 

RedSports Imported Yes 

Yellow 

c. Writg.and explain EM algon im. 
Table Q8(b (06 Marks) 

(06 Marks 

Modûles 
aDefine: 

i) 
9 

Sample error 
i) True errat 
ii) ConidEnceintervals. 

b. Explain K-nddfest neighbor leagming algorithm. 
Write a note no Q-leaminga 

02-2 

(06 Marks) 
(08 Marks) 

C. (06 Marks) 

OR 
10 a. Detine mean valus, vafiance, standard deviation and estimation bias of a random variable. 

(04 Marks) 
(10 Marks) b. Explain locallyeighted linear regression and radial basis functions. 

C. What is reinforcdhent leaming? How it difers srom other function approximation tasks? 

(06 Marks) 

2 of2 
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15CS73 

Module-3 
5 a. Explain appropriate problems for Neural Network Learning'wíth its characteristics. 5 a. 

(10 Marks) 
(06 Marks) b. Explain the single perceptron with its learning algorithm. 

OR 
(10 Marks) 6 a. Explain Back Propagation algorithm. 
(06 Marks) b. Explain the remarks of Back propagation algorithm. 

Module-4 
(10 Marks) 7 a. Explain Naive Bayes classifier. 

Explain Bayesian Belief Networks. (06 Marks) b. 

OR 
(08 Marks) Explain EM algorithm. 

Explain the derivation of Kimeans algorithm. 
8 a 

b. (08 Marks) 

Module-5 
(10 Marks) Explain K-nearpst neighbor learning algorithim with example. 

Explain cas� baaedreasoning with exam1ple 
a. 

* 
(06 Marks) b. 

OR 
Writ� short note on: 

a. Q learning 
Radial basis functioon 

10 

b. 
C. Locally weighted regression 
d. Sampling theory. (16 Marks) 

* 
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15CS73 

USN 

Seventh Semester B.E. Degree Examination, Dec.2019/Jan.2020 

Machine Learnin9 

Tme: 3 hra Max. Marks: 80 

Note: Answer any FVE full questions, choosing ONE full question from each module. 

Mpdule- 
What do you nean by well-poscd legrning problem? Explain with example. 
ixplain the various stages inyolyéd in designing a learning system in brief. 
Write Find S algorithm and discuss the issues with the algorithm. 

(04 Marks) 
b. (08 Marks) 

c. (04 Marks) 

OR 
2 . List the issues in machine learning. 

b. Consider the givon below training example which finds malignant tumors from MRI scans. 
(04 Marks) 

Example Shape Size Color 
Circular Large Light Smooth 
Circular Large Light |Trregular 

Oval Large Dark 
Oval Large| Light Irregular 

Circular Small Light Smooth 

Thickness Target concept 
Malignant 
Malignant 
Benign 

Malignant 
Benign 

Surface 
Thick 
Thick 

Smooth Thin 

Thick 
Chick 5 

Show the specifie and general boundaries of the version space after applying candidate 
elimination algorithm. (Note: Malignant is tve, Benign is -ve). 

C. Explain the concept of inductive bias in bri�f. 
(08 Marks) 

(04 Marks) 

Module-2 
3 . Discuss the two approaches to prevent over fitting the data, 

Consider the following set of training examples: 

Instance Classilication aa 

(08 Marks) 
b. 

2 

0 I0 
4 0 0 
5 

0 
What is the entropy of this collection of training examples with respect to the target 
Sunction clhssification? 

(i) What is the information gain of a2 relative to thesc training examples? 

0) 

(08 Marks) 

OR 
. Define decision trec. Construct the decision tree to represent the fo llowing Boolean 

Sunctions: 
i) A AB 

h. Writc the 1D3 algorithn. 
C.Whut do you mean by gain and entropy? How it is used to build the decision tree. (04 Marks) 

ii) A v [Ba C] i) A XOR B (06 Marks) 
(06 Marks) 

of 2 



15CS73 

Module-3 
Define perceptron. Explain the concept of single perceptron with neat diagram. (06 Marks) 5 

b. Explain the back propagation algorithm. Why is it not likely to be trapped in local minima? 
(10 Marks) 

a. 

OR 

(04 Marks) 6 a. List the appropriate problems for neural network learning. 
b. Discuss the perceptron training rule and delta rule that solves the learning problem of 

perceptron. 
Write a remark on representation of feed forward networks. 

(08 Marks) 
(04 Marks) C. 

Module-4 
7 a. Explain Naive Bayes classifier 

b. Explain brute force MAP Icarning algorithm. 
(08 Marks) 
(O8 Marks) 

OR 
8 a. Discuss Minimum Description Length principle in brief. (08 Marks) b. Explain Bayesian belief networks and conditional independence with example. (08 Marks 

Module-5 
Define: ()Simple Error (ii) True Error 

b. Explain-K-nearest neighbor learning algorithm. 
C. What is reinforcement learning? 

9 a. 

(04 Marks) 
(08 Marks) 
(04 Marks) 

OR 
10 a. Define expected value, variance, standard deviation' and estimate bias of a random variable. 

(04 Marks) b. Explain locally weighted linear regression. Write a note on Q-learning. (08 Marks)C. 

(04 Marks) 

* *** 
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USN 15CS73 

Seventh Semester B.E. Degree Examination, Dec.2018/Jan.2019 

Machine Learning 
Time: 3 hrs. Max. Marks: 80 

Note: Answer FIVE full questions, choosing ONE full question from each module. 

Module- 
a. Specify the learning task for 'A cheçkers learning problem'. 
b. Discuss the following with respect to the above, 

(03 Marks) 

) Choosing the training Experience. 

(i) Choosing the targetfünction and 

(ii) 
Comment on the issues in machine learning. 

Choosing a function approximation algorithm. (09 Marks) 
C. (04 Marks) 

OR 
Write candidate elimiFation algorithm. Apply the algorithm to obtain the final version space 

for the training example. 
SI. No. Sk Air temp Humidity Wind| Water Forecast Enjoy sport 

2 a. 

(10 Marks) 

Yes Sunny 
Sunhy 

3 Rainy_ 

Warm Same 
Same 

Normal 
High 
High 

4 Sunny | Warm High 
Discuss about an unbiased Learier. 

Strong| Warm 
Strong| Warm 
Strong Warm Change 
StrongCool Change 

Warm Yes 

Cold No 

Yes 
b. (06 Marks) 

Module-2 
What is a decision tree discuss the use of decisjon tree for classification purpose with an 

example. 
3 a. 

(08 Marks) 

b. Write and explain decisioh tree for the follöwing transactions: (08 Marks) 

Tid Refund Martial atátusTaxableIncome Cheat 
Yes Sihgle 

No 
No 

125 Ka 
100 K 

No 

Married 

Single 
Married 

Divorced 
Married 
Divorced 
Single 

Mafried8 
10No Single 

2 No 
70 K 
à 120 K 

No 

Yes 
No 

No 

95 K Yes 
No 601 K 6 No 

220 K No 
Yes 8 No 

9 No 
85 K 

No 75 K 

90 K Yes 

OR 
For the transations shown in thetaplé compute the following 

Entropy of the collectiony-of transaction records of the table with respect to 

classification. 

4 a. 

(i) What are the informátion gain of a and a2 relative to the transactions of the table? 
(08 Marks) 

Thstance|1|2 3 4 5| 6 7 8| 9 
T TT ET a 

a2 TTFF T| 
Target class + + 

(04 Marks) Discuss the deciaion learning algorithm. 
c. List the issues of decision tree learning. 
b. 

(04 Marks) 

of 2 



15CS73 
Module-3 

Draw the perceptron network with the notation. Derive an equation of gradient descent rule 

to minimize the error. 
Explain the importance of the terms: (i) Hidden layer (i) Generalization (i) Overfitting 
(iv) Stopping criterion 

5 a. 

(08 Marks) 
b. 

(08 Marks) 

OR 

Discuss the application of Neural network which is used for learning to steer an autonomous 

vehicle. 
6 a. 

(06 Marks) 

b Write an algorithm for back propagationtalgorithm which uses stoohastic gradient descent 
method. Comment on the effect of addingamomentum to the network. (10 Marks) 

Module-4 
What is Bayes theorem and maximum posterior hypothesis? * 

b. Derive an equation for MAP hipothesis using Bayes theorem 
c. Consider a football game betyeen two rival teams: Team 0 and Team 1. Suppose Team 0 

wins 95% of the time and Peäm l wins the remaining matches. Among the games won by 
tcam 0, only 30% of themicome from playing on teams 1's football field. On the otherhand, 
75% of the victories foYteam I are obtained while playing at home. If team 1 is to host the 
next match betweehthe two teams, which team will most likely emerge as the winner? 

7 a. (04 Marks) 
(04 Marks) 

(08 Marks) 

OR 
8 a. Describe Brut�-force MAP learning algorithm. 

b. Discuss the Náive Bayees classifier. 
c. The folowing table give 

classify the new data (Red, SUPomestic) 

(04 Marks) 
(04 Marks) 

data, sefabout stolen vehicles. Using Naïve bayes classifier 
(08 Marks) 

Table 
Color Type Origin 

Sports Domestic 
Sports Domestic 

Sports Domestic 
Yellow Sports Domestic No 

YellowSports Imported Yes 
YellowsUV | Imported No 

Imported 
Hiellow SUV | Donmestic 

SUV 

Stolen 
Yes Red 

Red 
Red 

No 

Yes 

Y6llow SUV Yes 
No 

Red Imported 
RedSportsmported| Yes 

No 

Modile-5 
9 a. Write short notes önthe following 

(i) Estiupating Hypothesi_ acchracy. 
(ii) Binomial distributiof (08 Marks)b. Discuss the method of comparing two algorithms. Justify with paired to tests method. 

(08 Marks) 
OR 

10 a. Discuss the K-nearest neighbor language. 
b. Discuss locally weighted Regression. 
C. Discuss the learningtasks and Q learning in the context of reinforcement learning. (08 Marks) 

(04 Marks) 
(04 Marks) 

2 of2 



K.S.INSTITUTE OF TECHNOLOGY, BENGALURU -109
DEPARTMENT OF COMPUTER SCIENCE & ENGG 

COURSE END SUVERY -ACADEMIC YEAR (SEP 2020 JAN 2021 (ODD SEM) KS VII Sem A Section 

Sub Code:17CS73 Faculty Name:Mr. RAGHAVENDRACHAR.S Subject: MACHINE LEARNING 

QUESTIONARE 

To what extent you understand concept learning algorithms ? 
2 How efficient you understand the concepts of Decesion Tree Learning? 

How efficient you understand the concepts of Artificial Neural Networks? 
How efficient you understand the concepts of Bayesian Learning? 
How efficient you understand the concepts of Instance based Learning? 
How efficient you understand the concepts of Reinforcement Learning? 6 

SI. SEM/ Name of the Student USN 1 2 3 
No. SECTIONN 

Indrasena kalyanam 1KS17CS030 VIl A EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT 

2 |P KISHORE 1KS17CS051 VERY GOOD VERY G00D VERY GOOD VIl A GOOD EXCELLENT EXCELLENT 

3 DARSHAN S 1KS17CS020 EXCELLENT EXCELLENT VIIA EXCELLENT EXCELLENT EXCELLENT EXCELLENT 

4 GANESH MAUDGHALYAHG 1KS17CS025 VIl A EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT 

|SATISFACTOR SATISFACTORY 5 AAFREEN HUSSAIN 1KS17CS001 VILA GOOD GOOD GOOD GOOD 
Y 

AMOGH R 1KS17CSO05 EXCELLENT | EXCELLENT EXCELLENT EXCELLENT VERY GoOD VERY GOOD 6 VIlA 

7 MEGHANA 1KS17CS041 VII A VERY GOOD GOOD GOOD GOOD GOOD GOOD 

8 CHENNAKESHAVA NT 1kS17CS019 VIIA EXCELLENT EXCELLENT EXCELLENT EXCELLENT VERY GOOD VERY GOOD 

9 MANJUNATH A 1KS17CS040 VIl A VERY GOOD EXCELLENT EXCELLENT EXCELLENT VERY GOOD VERY GOOD 

10 KAVITHA. S VERY GOOD VERY GOOD VERY GOOD VERY GOOD VERY GOOD GOOD 1KS17CSO34 VIl A 

11 NIKITA KATARI VERY GOOD VERY GOOD GOOD GOOD GOOD GOOD 1KS17CS047 VIlA 

12 GANESH G B GOOD GOOD GOOD GOOD 1KS17CS024 VIlA GOOD GOOD 

13 AKSHITHA VERY GOOD VERY GOD VERY GOOD VERY GOOD VERY GOOD VERY GOOD 
1KS17CS004 VIl A 



S. SEM/ 
1 2 3 4 5 Name of the Student USN 

No. SECTION 

14 KARTHIK TC 1KS17CS033 VIl A EXCELLENT EXCELLENT EXCELLENT EXCELLENT VERY GOODD GOOD 

15 KRITHIKA JAGANNATH 1KS17CS036 VII A VERY GOOD VERY Go0D EXCELLENT VERY GOOD VERY GOOD EXCELLENT 

16 ABHISHEK GOWDA M V 1KS17CS002 EXCELLENT EXCELLENT VERY GOOD EXCELLENT VERY GOOD VERY GOOD VIl A 

17 JANARDHAN RAJUB 1KS18CS400 EXCELLENT EXCELLENT VERY GOOD VERY GOOD EXCELLENT | VERY GO0D VIl A 

18 MEGHANAGR 1KS17CS043 VIl A VERY GOOD EXCELLENT EXCELLENT VERY GOOD EXCELLENT EXCELLENT 

19 CHANDANA B R 1ks17cs018 VIIA EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT 

20 Nikhil subramanya 1KS17CS046 VILA EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT 

21 AMOGHA MANJUNATHA K 1KS17CSO06 VILA GOOD GOOD GOOD GOOD GOOD GOOD 

22 AMRUTHA.v.DESHPANDE 1KS17CS007 VIlA VERY GOOD VERY GoOD EXCELLENT VERY GOOD EXCELLENT EXCELLENT 

SATISFACTO 
23 DEEPIKA SH 1KS17CS022 VIA GOOD GOOD VERY GOOD VERY GOOD VERY GOOD 

RY 

NISHCHITHA C VERY GOOD VERY GOOD VERY GoOD EXCELLENT EXCELLENT EXCELLENT 24 1KS17CS048 VIl A 

25 KRUTHIKA BM 1KS18CS401 VIl A EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT 

26 SHRIRAKSHAS KANAG0 1KS17CS102 VIlA VERY GOOD VERY GOOD EXCELLENT VERY GOOD EXCELLENT EXCELLENT 

LAVANYA V EXCELLENT VERY GOOD EXCELLENT EXCELLENT EXCELLENT 27 1KS17CS037 VIlA EXCELLENT 

28 ASHISH K AMAR 1KS17CS013 VII A VERY GOOD VERY GOOD VERY GO0D VERY GOOD EXCELLENT VERY GOOD 

29 B LAKSHMI PRASANNA 1KS17CS014 VIIA GOOD GOOD GOOD GOOD VERY GOOD VERY GOOD 

ANUSHREE J VERY GOOD VERY GOOD EXCELLENT EXCELLENT EXCELLENT 30 1KS17CS011 Vil A EXCELLENT 

31 GAUTHAM CR VERY GOOD VERY GoOD VERY GOOD GOOD VERY GOOD VERY G00 1KS17CS026 VII A 

Nitish Kumar Gupta EXCELLENT EXCELLENT EXCELLENT 32 1KS17CS049 VIlA EXCELLENT EXCELLENT EXCELLENT 

33 |Anoop PS 1KS17CS008 VIIA EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT 

GOOD GOOD 34 ANUSHA AG 1KS17CS010 VIIA GOOD GOOD VERY GOOD GOOD 

EXCELLENT
EXCELLENT |VERY GOOD VERY GO0D VERY GOOD EXCELLENT

35 MEGHANA. H. S 1KS16CSO42 ViIl A 



Sl. SEM/ 
Name of the Student USN 2 3 4 5 6 No. SECTION 

36 HARSHITHAV 1KS17CSO029 A EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT

VIlA EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENTT EXCELLENT 37 MEGHANAG 1KS17CS042 

38 AKSHATHA RAMESH 1KS17CSO03 VIl A GOOD GOOD GOOD VERY GOOD GOOD GOOD 

39 NYDILE G R VERY GOOD VERY GOOD VERY GOOD VERY GOOD VERY GOODvERY GOOD 1KS17CSO50 VIl A 

40 BHAVESH BHANSALI VIlA VERY GOOD VERY GOODVERY GOOD VERY GOOD VERY GOOD VERY GOOD 1KS17CSO16 

41 CHAITRA 1KS17CS017 VIl IA VERY GOOD GOOD VERY GOOD GOOD VERY GOOD| EXCELLENT 

42 MOUNIKAMKL EXCELLENT EXCELLENT EXCELLENT EXCELLENTEXCELLENT| EXCELLENTT 1KS17CS044 VII A 

43 KEERTHI.N IKS17CS035 VIIA VERY GOOD GOOD VERY GOOD VERY GOOD EXCELLENT EXCELLENTT 

44 anuhya kulkarni 1KS17CS009 VIl A EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT 

45 KARAN RAGHUNATH 1KS17CS032 VIlA EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT EXCELLENT 

SATISFACTOSATISFACORY 46 LOKESH 1KS17CS038 VIl A VERY GOOD EXCELLENT EXCELLENT VERY GOOD 
RY 

47 NEHAK 1KS17CSO45 VIIA VERY GOOOD EXCELLENT EXCELLENT EXCELLENT VERY GOOD EXCELLENT 

Signature df Faculty 
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