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K.S. INSTITUTE OF TECHNOLOGY

DEPARTMENT OF COMPUTER SCIENCE ENGINEERING

Vision of the Institute

To impart quality technical education with ethical values, employable skills and

research to achieve excellence
Mission of the Institute

* To attract and retain highly qualified, experienced & committed
faculty.
10 create relevant infrastructure.
Network with industry & premier institutions to encourage emergence of
new ideas by providing research & development facilities to strive for
academic excellence.
To inculcate the professional & ethical values among young students with
employable skills & knowledge acquired to transform the society.

Vision of the Department

To create competent professionals in Computer Science and Engineering with
adequate skills to drive the I'T industry

Mission of the Department

Impart sound technical knowledge and quest for continuous learning,

To equip students to furnish Computer Applications for the society
through experiential learning and research with professional ethics,
Encourage team work through inter-disciplinary project and evolve as
leaders with social concerns,

Dept of Compular SCIANCE o
K.S. Institute of Teehn*iogy
Bengalutu +560 109




K.S. INSTITUTE OF TECHNOLOGY

DEPARTMENT OF COMPUTER SCIENCE ENGINEERING

Program Educational Objectives

PEO1: Excel in professional career by acquiring knowledge in cutting
edge technology and contribute to the society as an excellent
employee or as an entrepreneur in the field of Computer

Science & Engineering.

PEO2: Continuously enhance their knowledge on par with the
development in IT industry and pursue higher studies in

Computer Science & Engineering.

PEO3: Exhibit professionalism, cultural awareness, team work, ethics,
and effective communication skills with their knowledge in
solving social and environmental problems by applying

computer technology.

Program Speciﬁc'Outcome.s (PSO)

PSO1:  Ability to understand, analyze problems and implement solutions
in programming languages, as well to apply'conc.:epts in core areas
of Cofnputer Science in association with professional bodies and
clubs. |

PSO2:  Ability to use computational skills and apply software knowledge
to develop effective solutions and data to address real world

challenges. m N QoD W

Head of the Department
Dep:. of Computer Science & Engg.
K.S.Instnrute of Technology
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K.S. INSTITUTE OF TECHNOLOGY

DEPARTMENT OF COMPUTER SCIENCE ENGINEERING

Program Outcomes

Engineering knowledge: Apply the knowledge of mathematics,
science, engineering fundamentals, and an engineering specialization
to the solution of complex engineering problems.

Problem analysis: Identify, formulate, review research literature,
and analyze complex engineering problems reaching substantiated
conclusions using first principles of mathematics, natural sciences,
and engineering sciences. |

Design/development of solutions: Design solutions for
complex engineering problems and design system components or
processes that meet the specified needs with appropriate
consideration for the public health and safety, and the cultural,
societal, and environmental considerations.

Conduct investigations of complex problems: Use research-
based knowledge and research methods including design of
experiments, analysis and interpretation of data, and synthesis of the
information to provide valid conclusions.

Modern tool usage: Create, select, and apply appropriate
techniques, resources, and modern engineering and IT tools including
prediction and modeling to complex engineering activities with an
understanding of the limitations.

The engineer and society: Apply reasoning informed by the
contextual knowledge to assess societal, health, safety, legal and
cultural issues and the consequent responsibilities relevant to the
professional engineering practice.

Environment and sustainability: Understand the impact of the
professional engineering solutions in societal and environmental
contexts, and demonstrate the knowledge of, and need for sustainable
development.



POS:

PO9:

PO10:

PO11:

PO12:

Ethics: Apply ethical principles and commit to professional ethics
and responsibilities and norms of the engineering practice.

Individual and team work: Function effectively as an
individual, and as a member or leader in diverse teams, and in
multidisciplinary settings.

Communication: Communicate effectively on  complex
engineering activities with the engineering community and with
society ‘at large, such as, being able to comprehend and write
effective reports and design documentation, make effective
presentations, and give and receive clear instructions.

Project management and finance: Demonstrate knowledge
and understanding of the engineering and management principles and
apply these to one’s own work, as a member and leader in a team, to
manage projects and in multidisciplinary environments.

Life-long learning: Recognize the need for, and have the
preparation and ability to engage in independent and life-long
learning in the broadest context of technological change.
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@ K s INSTITUTE OF TECHNOLOGY

[K'S ) T #14, Raghuvanahalli, Kanakapura Main Road, Bengaluru-560109
DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING
Course: Machine Learning
Type: Core | Course Code: 17CS73 Academic Year : 2020 - 2021
Faculty: Mr. Raghavendrachar S Sem / Section : VII / A
No of Hours
Theory Practical/Field Work/Allied Total teaching bours
(Lecture Class) Activities Total/Wecek ota g
4 0 4 50
Marks :
Internal Assessment Examination Total Credits
40 60 100 4
Aim/Objectives of the Course

Machine Learning is an important subject which provides exposure to new technology which is demanded
by the industry. This course lays down the following objectives —

1. Recall the problems for machine learning and select the either supervised, unsupervised or
reinforcement learning.

2. Understand theory of probability and statistics related to machine leaming.

3. Illustrate concept learning, ANN, Bayes classifier, K nearest neighbour.

Course Learning Outcomes
After completing the course, the students will be able to

CO# COURSE OUTCOMES K- LEVEL
17CST3.1 Make use of concept learning to implement find s and candidate elimination Applying (K3)
algorithm.
17CS1322 Construct decision tree using appropriate algorithms. Applying (K3)
17CS73.3 Choose appropriate algorithms to implement artificial neural networks. Applying (K3)
17CS73.4 | Identify Bayes Classifier for solving problems. Applying (K3)
17CS73.5 . :
Determine Instance based and Reinforcement Learning Techniques. Applying (K3)
Syllabus Content
Module -1 Co1
Introduction: Well posed learning problems, Designing a Learning system, Perspective
and Issues in Machine Leamning. 10 hrs
Concept Learning: Concept learning task, Concept learning as search, Find-S algorithm, g
Version space, Candidate Elimination algorithm, Inductive Bias, :,8,',' ;
LO: At the end of this session the student will be able to PO3 - 5
1. Define machine learning and discuss various issues in machine learning POS5-2
2. List and explain the different design issues and approaches in machine learning POI10 - 1

3. lllustrate with suitable example of candidate elimination algorithm PO12 -1




4. Describe the FIND-S algorithm and apply it on the given dataset. PSO1-3
PSO2- 2
CcOo2
Module -2 10 hrs.
Decision Tree Learning: Decision tree representation, Appropriate problems for decision
tree learning, Basic decision tree learning algorithm, hypothesis space search in decision PO1-3
tree learning, Inductive bias in decision tree learning, Issues in decision tree learning. PO2-2
LO: At the end of this session the student will be able to PO3 -2
1. What is decision tree learning? Illustrate ID3 algorithm for simplified version PO5-2
with Boolean valued function. PO10-1
2. Explain the concept of entropy and information gain and apply the concepts to |  FO12 - I
solve the problems on the given dataset. PSO1-3
PSO2- 2
Module -3 Co3
Artificial Neural Networks: Introduction, Neural Network representation, Appropriate 8 hrs
problems, Perceptron, Back propagation algorithm.
LO: At the end of this session the student will be able to POI-3
1. What are artificial neural networks (ANN)? Discuss different characteristics that PO2-2
are appropriate for ANN problems. PO3 -2
2. What is perception? Discuss how a single perception can be used to represent the POS5-2
Boolean functions such as AND and OR. POI10 -1
3. Explain the differentiable sigmoid threshold unit. POI2 -1
4. Explain BackPropagation algorithm. Why it is not likely to be trapped in local 528;3_
minima
CO4
Module - 4 10hrs
Bayesian Learning: Introduction, Bayes theorem, Bayes theorem and concept leaming, —
ML and LS error hypothesis, ML for predicting probabilities, MDL principle, Naive p 02: 5
Bayes classifier, Bayesian belief networks, EM algorithm. PO3 - 2
LO: At the end of this session the student will be able to POS5.2
1. Explain Naive bayes classifier POI10 - 1
2. Explain mistake bound model for learning and apply it to FIND-S algorithm PO12-1
3. What is Bayesian learning? Discuss the features of Bayesian learning method PSOl1-3
PSO2- 2
Module -5 CO5
Evaluating Hypothesis: Motivation, Estimating hypothesis accuracy, Basics of sampling
theorem, General approach for deriving confidence intervals, Difference in error of two 12 hrs
hypotheses, Comparing learning algorithms. T
Instance Based Learning: Introduction, k-nearest neighbor learning, locally weighted PO2-2
regression, radial basis function, cased-based reasoning, PO3 -2
Reinforcement Learning: Introduction, Learning Task, Q Learning POS-2
LO: At the end of this session the student will be able to PO10 -1
1. Describe KNN algorithm for continuous valued target functions. Discuss one POI12 -1




major drawback of this algorithm and how it can be corrected.
2. What is reinforcement learning?
3. What is Q function and Q learning?

PSO1-3
PSO2- 2

Text Books
1. Tom M. Mitchell, Machine Learning, India Edition 2013, McGraw Hill Education.

Reference Books (specify minimum two foreign authors text books)

1. Trevor Hastie, Robert Tibshirani, Jerome Friedman, The Elements of Statistical Learning, 2nd
edition, Springer series in statistics.
2. Ethem Alpaydin, Introduction to machine learning, second edition, MIT press.

Useful Websites
1. https://nptel.ac.in/courses/106105152/

2. https://www.coursera.org/learn/machine-learning

3. https://www.slideshare.net/ColleenFarrelly/machine-learning-by-analogy-59094152

Useful Journals

e |EEE Transactions on Evolutionary Computation
https://www.journals.elsevier.com/knowledge-based-systems
https://www.journals.elsevier.com/neural-networks
http://jmlr.csail.mit.edu/

Teaching and Learning Methods
1. Lecture class: 50 hrs

2. Revision: 2hrs

Assessment

Type of test/examination: Written examination

Continuous Internal Evaluation(CIE) : 40 marks (Average of three tests will be considered)
Semester End Exam (SEE): 100 marks (students have to answer 5 full questions)

Test duration: 1:30hrs

Examination duration: 3 hrs

CO to PO Mapping

PO1: Science and engineering Knowledge | PO7:Environment and Society
PO2: Problem Analysis PO8:Ethics

PO3: Design & Development PO9:Individual & Team Work
PO10: Communication
PO11:Project Mngmt & Finance
PO12:Life long Learning

PO4:Investigations of Complex Problems
PO5: Modern Tool Usage
POG6: Engineer & Society

PSO1: Ability to understand, analyze problems and implement solutions in programming languages, as

well to apply concepts in core areas of Computer Science in association with professional bodies and clubs.

PSO2: Ability to use computational skills and apply software knowledge to develop effective solutions and

data to address real world challenges.



https://nptel.ac.in/courses/106105152/
https://www.coursera.org/learn/machine-learning
https://www.slideshare.net/ColleenFarrelly/machine-learning-by-analogy-59094152
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https://www.journals.elsevier.com/neural-networks
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K. SINSTITUTE OF TECHNOLOGY, BENGALURU-560109

DEPARTMENT OF COMPUTER SCIENCE & ENGINEERING
CALENDAR OF EVENTS: ODD SEMESTER (2020-2021)

SESSION: SEP 2020 - JAN 2021

Week Department
M an i
No. | ™" "Mon [ Tuc | Wed | Thu | Fri | Sm | D#Y8|  Activities Activities
1 : 1 *-Commencement of
— SEP 1 2 3 4 5 3 Higher Semester
|2 | SEP | 7 g [ 9 [ 1w | n 12716 _
3 SEP 14 15 16 18 19 § [17- Mahalaya
4 SEP | 21 22 23 24 | 25 [26TA| 6
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9 . b 30- r-‘d‘MIl“
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Jayanti Presentation
10 NOV 2 3 4 5 6 I7TA 6 7 - Wednesday Time
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LW An lasight isto Web
11 NOV 9 10 11 12 13 5 A pplicasion
| Development
16 - Balipadyami
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12 NOV 17T2| 1872 | 19T2 | 20 21 S |18 21 Second Feed
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| 21 - Fnday Time Table
13 NOV 23 | 24BV |25ASD| 26 27 5
NOV 3. Kanakadasa Jayanti
14 /DEC 30 1 2 4 5 5 'sr - Monday Time Project Zeroth Phase
able
Re-Prescntanon )
15 DEC 7 8 9 10 11 5
16 DEC 14 15 16 17 18 19 6 |19- Monday Time
! 22-12-2020 & 23-12.
| . 2020 34th CSI
| U
17 | DEC 21 22 23 4 |25-Christmas s
{ Student Convendon
18 DEC/ 28 29 30 b} 1 TA 2 6 |2Thursday Time Table |Provect Phase - 1
JAN Review Presentanon
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K. S INSTITUTE OF TECHNOLOGY, BENGALURU-560109

FENTATIVE CALENDAR OF EVENTS: ODD SEMESTER (2020-2021)

SESSION: SEP 2020 -

JAN 2021
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! f NOA 5
e
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KSIT BANGLORE

(K S LT
DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING
STUDENTS DETAILS
Year/Semester/Section: IV/VII/A
SL. Hostel/ Total Student Parents
No UI Number Students name day  —_ Gender Mail ID Phone Phone
scholar Number Number
1. 1KS17CS001 | AAFREEN HUSSAIN Day Scholar Nil Female | aafreenhussain1999@gmail.com 9110670119 | 9900269695
2. 1KS17CS002 | ABHISHEK GOWDA.M.V Day Scholar Nil Male abhishek.mvg@gmail.com 6361599901 | 8217357488
3. 1KS17CS003 | AKSHATHA RAMESH Day Scholar Nil Female | akshatharamesh@yahoo.com 8884029225 | 9916928620
4., 1KS17CS004 | AKSHITHA.B.S Day Scholar Nil Female | akshithabsyadaw@gmail.com 9845713215 | 6363320784
S. 1KS17CS005 AMOGH.R Day Scholar 1 Male amoghpavan5363@gmail.com 9972875490 9449426028
6. 1KS17CS006 | AMOGHA MANJUNATHA.K Day Scholar Nil Female | amoghamanju@gmail.com 8147601563 | 8050837796
7. 1KS17CS007 | AMRUTHA.V.DESHPANDE Day Scholar 1 Female | amruthadeshpande292@gmail.com 9739953140 | 9686422133
8. 1KS17CS008 | ANOOP.P.S Day Scholar Nil Male anoop.purohith.04@gmail.com 9742853412 | 9845048630
9. 1KS17CS010 | ANUSHA.A.G Day Scholar Nil Female | anushashrike1999@gmail.com 9036169586 | 9880890842
10. 1KS17CS011 | ANUSHREE.J Day Scholar Nil Female | anushreej.15@gmail.com 7619252293 | 9110682135
11. 1KS17CS013 | ASHISH.K.AMAR Day Scholar Nil Male ashishamar1999@gmail.com 9483952634 | 9480633453
12. 1KS17CS014 | LAKSHMI PRASANNA.B Day Scholar Nil Female | bodireddylakshmip @gmail.com | 8310858767 | 9740981666
13. 1KS17CS016 | BHAVESH BHANSALI Day Scholar 0 Male bbhansali18.bb@gmail.com 9341908369 | 9379449171
14. | 1KS17CS017 | CHAITRA Day Scholar Nil Female | chaitrasharanayya@gmail.com 7019432308 | 9741660853
15. | 1KS17CS018 | CHANDANA.B.R Day Scholar Nil Female | chandanaramesh107@gmail.com 9110867885 | 9902739361




[
SL. Hostel/ | pota1 ﬁ;ui?t P;?if,ﬁtes
No UI Number Students name day Asrears Gender Mail ID X o 3 e
scholar umber
16. | 1kS17CS019 | CHENNAKESHAVAN.T Day Scholar Nil Male | chennakeshavant@gmail.com 8206886785 | 8123999118
17. | 1KS17CS020 | DARSHAN.S Day Scholar 2 Male darshan.s.889@gmail.com 9945499929 | 9845030835
18. | 1KS17CS021 | DEEKSHITHA.R Day Scholar Nil Female | manupatideekshu@gmail.com 9845558728 | 9448880435
19. | 1KS17CS022 | DEEPIKA.S.H Day Scholar 1 Female | deepikahandeO6@gmail.com 9986457979 | 8722297778
20. 1KS17CS023 | DIVYA YASHASWI KANNEY Day Scholar Nil Female disney.kstew@gmail.com 9663691519 9010301099
21. 1KS17CS024 | GANESH.G.B Hostler 2 Male iganeshgb@gmail.com 9449088564 9448028648
22. | 1KS17CS025 | GANESH MAUDGHALYA.H.G Day Scholar 3 Male ganeshmaudghalya@gmail.com 8792894800 | 9449446341
23. | 1KS17CS026 | GAUTHAM.C.R Day Scholar Nil Male gauthamcr82@gmail.com 6360618870 | 9060920050
24. | 1KS17CS027 | H.PRIYANKA Day Scholar Nil Female | hannipriyanka@gmail.com 6364361270 | 9845537616
25. | 1KS17CS028 | HANUMESH.V.T Day Scholar 2 Male hanumeshvt99@gmail.com 8073665310 | 8722302210
26. | 1KS17CS029 | HARSHITHA.V Day Scholar Nil Female | harshithasrirang@gmail.com 9036742864 | 9740285937
27. 1KS17CS030 INDRASENA KALYANAM Day Scholar Nil Female kindrasena8@gmail.com 8892186871 8867349693
28. 1KS17CS032 KARAN RAGHUNATH Day Scholar 0 Male karanraghunath@gmail.com 8861302491 9845106993
29. | 1KS17CS033 | KARTHIK.T.C Day Scholar Nil Male dontmailme1999@gmail.com 8497085624 | 9343307902
30. | 1KS17CS034 | KAVITHA.S Day Scholar 0 Female | pavan.19346s@gmail.com 7019557683 | 9980019346
31. 1KS17CS035 | KEERTHLN Day Scholar Nil Female keerthin32 1@gmail.com 8884129614 8105142466
32. | 1KS17CS036 | KRITHIKA JAGANNATH Day Scholar Nil Female | krithikal089@gmail.com 8197270285 | 9845265432
33. 1KS17CS037 LAVANYA.V Day Scholar Nil Female lavanya08.vasanth@gmail.com 8123406158 9448383988
34. 1KS17CS038 LOKESH.B.M Day Scholar Nil Male lokeshbm2021@gmail.com 7019152937 9448490890




SL. Hostel/
No Sl Students name day A'I:::lrs Gender Mail ID ls’::)iint P;;:?
scholar Number Number
35. | 1KS17CS040 | MANJUNATH.A Day Scholar . o }
y Schol Nil Male manjunaidu888@gmail.com 9880935251 | 9880237731
36. 1KS17CS041 | MEGHANA.C.V Day Scholar Nil Female | meghana2832@gmail.com 8546840404 | 9448295109
37. 1KS17CS042 | MEGHANA.G Day Scholar Nil Female | meghanagururaj99@gmail.com 9148313574 | 9379574129
38. 1KS17CS043 | MEGHANA.G.R Day Scholar Nil Female | reddymeghana9931@gmail.com 9620776358 | 7259958737
39. 1KS17CS044 | MOUNIKA.M.K.L Day Scholar Nil Female [ mounika.marrey@gmail.com 9741902130 | 6375076447
40. 1KS17CS045 | NEHA.K Day Scholar Nil Female | nehakunapalli623@gmail.com 9902310379 | 9483965499
41. 1KS17CS046 | NIKHIL SUBRAMANYA.K Day Scholar Nil Male nikhilsubramanya@yahoo.com 8073673068 | 9740485889
42. 1KS17CS047 | NIKITHA KATARI Day Scholar Nil Female | nikita katari@gmail.com 6361528821 | 9980592779
43. 1KS17CS048 | NISCHITHA.C Hostler Nil Female | nishvnkma@gmail.com 8152014334 | 9945983663
44, 1KS17CS049 | NITISH KUMAR GUPTA Hostler Nil Male kkumarnitish61@gmail.com 7352374098 | 9934666725
45. 1KS17CS050 NYDILE.G.R Hostler Nil Female grydilegowdal23@gmail.com 9110842902 9449414344
46. 1KS17CS051 | P.KISHORE Day Scholar Nil Male kishorep.shrivatsa@gmail.com 9845611328 | 9900566370
47. 1KS17CS102 | SHRIRAKSHA.S.KANAGO Day Scholar Nil Female | shriraksha2000@gmail.com 9980190128 | 8073330382
l 48. 1KS18CS401 | KRUTHIKA.B.M Day Scholar 8 Female | kruthikruthikabm@gmail.com 7353229125 | 9900320279
[ 49. 1KS16CS042 ’ MEGHANA.H.S Day Scholar 2 Female | meghana.hs12@gmail.com 8971711921 | 9845259148
[ 50. 1KS15CS050 ’ LAXMI K V Day Scholar 0 Female | lakshmikandal996@gmail.com 9663591316 | 9448064857
r 51. 1KS16CS090 ’ SHASHANK KAVUR Day Scholar 7 Male shashankavoor05@gmailcom 9008198140 | 8050272705
LR W A~
Signagute of the class Coordinator , Stliffé%%;ﬁi ?;Zgg?g%ngg.
epk.s. Institute of Technoiogy
Bengaluru -560 109




K.S. INSTITUTE OF TECHNOLOGY, BENGALURU-109
DEPARTMENT OF COMPUTER SCIENCE & ENGINEERING

INDIVIDUAL ONLINE TIME TABLE FOR THE YEAR 2020-21 (ODD SEMESTER)
W.E.F: 01-09-2020
NAME OF THE FACULTY: Mr. RAGHAVENDRACHAR.S

DESIGNATION: ASST. PROF.

PERIOD 1 2 — 3 4 5 6
TIME ] ~ [ 11:30 AM- [12:30 PM-1.30] 1:30 PM- | 02:00PM- | 03:00 PM-
DAYy |5:00 AM-10:00 AM [ 10:00 AM-11.00 AM | 11.30 AM 12:30 PM PM 02:00 PM | 03:00 PM 04:00 PM
MON ML(A) ML LAB(A1,A2&A3)
TUE ﬁ ML LAB (B1,B2&B3)
]
< § PROJECTPHASE 1+
WED ML(A) = A SEMINAR =1
> =
T S 2
= = PROJECTPHASE1+
FEL MEA) = SEMINAR >
SAT ML(A)
NI oy (O W vacoroqpur—
TIME TABLE COORDINATOR

i HOD
‘ead of the Department
Dept. of Computer Science & Eng
K.S. Institute of Techno/ogy
Bengaluru -560 109




K.S. INSTITUTE OF TECHNOLOGY, BENGALURU-109
DEPARTMENT OF COMPUTER SCIENCE & ENGINEERING

S 0 3] VII SEMESTER ONLINE CLASS TIME TABLE FOR THE YEAR 2020-21 (ODD SEMESTERNTENTATIVE)
W.E.F: 01-09-2020 CLASS TEACHER: Mrs. Sougandhika Narayan
SEC: "A’
PERIOD 1 2 —— 3 1 s
TIME | 9:00 AM- | 10:00 AM-11.00| - 12:30 PM-130| 1:30 PM- 2:00 PM- 03:00 PM- 04:00
DAY |10:00 AM AM 1130 AM 1130:A% 12220 £ PM 2:00 PM 3:00 PM PM
ML LAB
MON INS wT ML ACA <«
WT LAB
TUE ACA wT SAN INS ﬁ
X = PROJECT PHASE 1 + SEMINAR
WED | ML SAN < INS ACA e
=
PLACEMENT ACTIVITIES | - & PLACEMENT ACTIVITIES o TUTORIAL/ PEDAGOGY
THUR a LZ) ACTIVITIES
=)
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MACHINE LEARNING
[As per Choice Based Credit System (CBCS) scheme]
(Effective from the academic year 2017 - 2018)
SEMESTER - VII

Subject Code 17CS73 IA Marks 40
Number of Lecture Hours/Week 03 Exam Marks 60
Total Number of Lecture Hours 50 Exam Hours 03
CREDITS - 04
Module - 1 Teaching
Hours

Introduction: Well posed learning problems, Designing a Learning system, | 10 Hours

Perspective and Issues in Machine Learning.

Concept Learning: Concept learning task, Concept learning as search, Find-S

algorithm, Version space, Candidate Elimination algorithm, Inductive Bias.
Text Bookl, Sections: 1.1 - 1.3, 2.1-2.5, 2.7

Module - 2

Decision Tree Learning: Decision tree representation, Appropriate problems for | 10 Hours
decision tree learning, Basic decision tree learning algorithm, hypothesis space search
in decision tree learning, Inductive bias in decision tree learning, Issues in decision

tree learning.

Text Bookl, Sections: 3.1-3.7

Module - 3

Artificial Neural Networks: Introduction, Neural Network representation, | 08 Hours
Appropriate problems, Perceptrons, Backpropagation algorithm.

Text book 1, Sections: 4.1 - 4.6

Module - 4

Bayesian Learning: Introduction, Bayes theorem, Bayes theorem and concept | 10 Hours
learning, ML and LS error hypothesis, ML for predicting probabilities, MDL

principle, Naive Bayes classifier, Bayesian belief networks, EM algorithm

Text book 1, Sections: 6.1 - 6.6, 6.9, 6.11, 6.12

Module - 5

Evaluating Hypothesis: Motivation, Estimating hypothesis accuracy, Basics of | 12 Hours

sampling theorem, General approach for deriving confidence intervals, Difference in
error of two hypothesis, Comparing learning algorithms.

Instance Based Learning: Introduction, k-nearest neighbor learning, locally
weighted regression, radial basis function, cased-based reasoning,

Reinforcement Learning: Introduction, Learning Task, Q Learning

Text book 1, Sections: 5.1-5.6, 8.1-8.5, 13.1-13.3

Course Outcomes: After studying this course, students will be able to

 Recall the problems for machine learning. And select the either supervised, unsupersvised

or reinforcement learning.
o Understand theory of probability and statistics related to machine learning
o Illustrate concept learning, ANN, Bayes classifier, k nearest neighbor, Q,

Question paper pattern:

The question paper will have ten questions.




There will be 2 questions from each module.

Each question will have questions covering all the topics under a module.

The students will have to answer 5 full questions, selecting one full question from each module.
Text Books:

1. Tom M. Mitchell, Machine Learning, India Edition 2013, McGraw Hill Education.
Reference Books:

1. Trevor Hastie, Robert Tibshirani, Jerome Friedman, h The Elements of Statistical
Learning, 2nd edition, springer series in statistics.
2. Ethem Alpaydin, Introduction to machine learning, second edition, MIT press.

; e uJ::cLPV\—/* !
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NAME OF THE STAFF : Mr. RAGHAVENDRACHAR.S
SUBJECT CODE/NAME : 17CS73/ MACHINE LEARNING

SEMESTER/SEC/YEAR : VII/A/IV

K S INSTITUTE OF TECHNOLOGY, BENGALURU
DEPARTMENT OF COMPUTER SCIENCE & ENGINEERING

ACADEMIC YEAR ¢ 2020-2021 [ODD SEMESTER]
SL Mode of No. of Cumulative Proposed
No. Topic to be covered Delivery Teaching Ald Periods | No. of Periods Date
MODULE 1: Introduction, Concept Learning
1 Introduction: Well posed learning problems, L+D M’li'f:ra‘:nsgﬂ | | 02-09-2020
5 | Designing a Leaming system, L+D My}z;‘;’;ﬂ 1 2 04-09-2020
3 Perspective, Issues in Machine Learning, L+D M’;‘ccmﬂ 1 3 05-09-2020
H . 2 + .
4 | Concept Learning: Concept learning task, L+D M) : 4 07-09-2020
; : o -
s | Concept learning as search, L+D M,;c'mﬂ ! 5 09-09-2020
Find-S algorithm L4D Microsoft 1
6 ? Teams 6 11-09-2020
3 ind-S 4 i L4D Mi
5 | Example on Find-S algorithm 'I"imﬂ 1 7 12-09-2020
Version space, 4D Mi
g | Version space i : 8 14-09-2020
Candidate Elimination algorithm and its exampl LAD Mi
9 imi gorithm a ples .;ccmﬂ | 9 16-09-2020
L4D Microsoft o
19 | Inductive Bias Teams 1 10 184092020




|

MODULE 2: Decision Tree Learning

1 Decision tree representation L+D Microsoft 1 19-09-2020
Teams

12 Appropriate problems for decision tree learning L+D M_li_crosoft 12 21-09-2020

13 | Basic decision tree learning algorithm L+D M_li_crosoﬁ 13 23-09-2020

14 | Example on ID3 algorithm L+D M’li'crOSOﬁ 14 25-09-2020

15 | Example on ID3 algorithm L+D Microsoft 15 26-09-2020
Teams

16 First Test 29-09-2020

17 | hypothesis space search in decision tree learning L+D Microsoft 16 03-10-2020
Teams

18 | hypothesis space search in decision tree learning L+D Microsoft 17 05-10-2020
Teams

19 | Inductive bias in decision tree learning L+D Microsoft 18 07-10-2020
Teams

20 | Issues in decision tree learning. L+D Microsoft 19 09-10-2020
Teams

21 Revision L+D Microsoft 20 10-10-2020
Teams

MODULE 3: Artificial Neural Networks
Introduction L+D Microsoft
22 e 21 12-10-2020
i L+D Mi
23 Neural Network representation _I{Z;?xs]zﬁ » {4-102020
- ) -

94 | Neural Network representation M_;crosoﬁ 2 16-10-2020

eams
- | Appropriate problems L+D Microsoft
25 Tekims 24 19-10-2020
26 | Appropriate problems L+D Microsoft 25 21-10-2020




Teams
27 | Perceptron L+D Microsoft 26
. = b 23-10-2020
erceptron T .
a8 = MTlce:l’:‘s’ﬁ 27 24-10-2020
Back propagation algorithm + i
2 vrEDeg 5 LD MT‘Z;’;‘S’R 28 28-10-2020
L+D Microsoft
=0 Back propagation algorithm Teairis 29 02-11-2020
L+D Microsoft
31 | Revision T 30 04-11-2020
MODULE 4: Bayesian Learning
32 | Introduction, L+D Microsoft 31 06-11-2020
33 | Bayes theorem L+D MTifa:’;‘s’ﬂ 32 07-11-2020
34 Second Test 10-11-2020
35 | Bayes theorem D MT‘:‘;;Zﬁ 33 13-11-2020
. + i
36 | Concept Learning L+D MT'Z;‘I’;:ﬂ 34 18-11-2020
. 4 i
37 ML and LS error hypothesis LD M%Z::l:ﬁ 35 20-11-2020
S e +D Mi ft
38 | ML for predicting probabilities E “ll‘cera(;rs:s) 36 21-11-2020
L+D Microsoft
39 | MDL principle Teditis 37 23-11-2020
. L+D Microsoft
40 | Naive Bayes classifier o 38 25-11-2020
L+D Microsoft y
41 | Bayesian belief networks Teais 39 27-11-2020
Microsoft -11-2020
42 | EM algorithm L+D o 40 30-11-2




MODULE 5: Evaluating Hypothesis, Instance Based Learning, Reinforcement Learning

43 | Motivation LD Microsoft a1 02-12-2020
Teams
44 | Estimating hypothesis accuracy S M;c;;slgﬁ 42 04-12-2020
45 | Basics of sampling theorem LD M,;.:Z: gﬁ 43 04-12-2020
46 | General approach for deriving confidence intervals e M,}Z;)i:ﬁ 44 04-12-2020
47 | Difference in error of two hypotheses LD M,li.:;(:;:ﬁ 45 05-12-2020
48 | Comparing learning algorithms. L2 M_li.(;:;;:ﬁ 46 05-12-2020
49 | Instance Based Learning: Introduction L+D M%Z‘::l :ﬁ 47 05-12-2020
. i L+D Microsoft

50 | k-nearest neighbor learning Teants 48 07-12-2020

s +D i
51 | Learning Task, L M’ll'cer:nsq:ﬁ 52 07-12-2020

: L+D i
52 | QLearning M{.ﬁf\‘;ﬁ 53 07-12-2020
53 Third Test 15-12-2020

Text Books

1.

Tom M. Mitchell, Machine Learning, India Edition 2013, McGraw Hill Education.

Reference Books (specify minimum two foreign authors text books)

I. Trevor Hastie, Robert Tibshirani, Jerome Friedman, The Elements of Statistical Learning, 2nd edition, Springer series in statistics.
Ethem Alpaydin, Introduction to machine learning, second edition, MIT press.

P




Useful Websites

1. https://nptel.ac.in/courses/106105152/

2. https://www.coursera.org/learn/machine-learning
3. https://www.slideshare.net/ColleenFarrelly/machine-learning-by-analogy-59094152
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ASSIGNMENT QUESTIONS

o KSIT, Bengaluru
DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

Academic Year 2020-2021 [0dd Semester]

Batch 2017-2021

Year/Semester/section IV/VII/A

Subject Code-Title 17CS73- Machine Learning

Name of the Instructor Mr.RAGHAVENDRACHAR S Dept | CSE

Assignment No: 1
Date of Issue: 30/09/2020

Total marks:10
Date of Submission: 07/10 /2020

SL.No

Assignment Questions

K

Level co

Marks

a. Identify various applications of Machine Learning.
b. Make use of following examples to explain well
posed learning problem.
i. Checkers learning problem
ii. Handwriting Recognition learning problem
#ii. Robot Driving learning problem

Applying | co1

Determine the following with respect to checkers learning
problem.
. Choosing training experience
ii. Choosing Target function
iii.  Choosing Representation of Target function
iv. Choosing function Approximation Algorithm

Applying | co1

a. Design Checkers learning system using four distinct

program modules.
b. Identify different issues in machine learning.

Applying | CO1

Design Find — S Algorithm.
Apply Find - S Algorithm for the given below target concept

Enjoy sport.

-

Example Sky  AirTemp Humidity Wind Water Forecast  EnjoySpor

{  Smy Wam Nomad Stong Wam  Seme Yes
9 Smy Wam  High Stong Wem  Sams Yes
3 Rany Cold  High Swoog Wam Chage  No
4 Smy Wem  High Stoog Cool Change  Yes

Applying | ..,




a. Design Candidate Elimination Algorithm,
b. Apply Candidate Elimination Algorithm for the given below
target concept Enjoy sport.
Example AifTemp  Humidity Wind ~ Water  Forecast  EnjoySpon
g, % Mew Applying | oo
I Sumoy Wam Nomal Stong Wam  Same Yes
2 Suoy Wam  High Stong Wem Sm Yes
3 Rainy Cold High Swoog Wam No
4  Samny Wam  High Strong Cool Omp Yo
a. Design List-Then Eliminate Algorithm
6 b. Determine Inductive Bias With respect to the following Applying
’ i Biased Hypothesis Space co1
ii. Unbiased Learner
iii. Futility of Bias-Free Learning
Identify Appropriate problems for decision tree learning,.
y /5 coz
Applying
8. Design ID3 Algorithm Applying co2
9 Identify the necessary measure required to select the attributes co2
’ for building decision tree using ID3 Algorithm. Applying
Apply ID3 Algorithm to construct the decision tree for the given
target concept Play tennis.
Day Outlook Temperature Humidity Wind  PlayTennis
D1 Sunny Hot High Weak No
D2  Sunny Hot High  Stong No
D3 Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
DS Rain Cool Normal  Weak Yes
10. D6 Rain Cool Normal  Strong No Applying Cco2
D7  Overcast Cool Normal Strong Yes
D8  Sunny Mild High Weak No
D9  Sunny Cool Normal  Weak Yes
D10 Rain Mild Normal  Weak Yes
D1l Sunny Mild Normal  Stong Yes
DI2  Overcast Mild High Strong Yes
DI3 Overcast Hot Normal Weak Yes
D14 Rain Mild High Strong No

9% (9 Y~J x)-l(‘u,bopw- /) YJ')J{WQP
Course1n charge Module Coordinator HOD




ASSIGNMENT I 2020-21 ODD SEMESTER

° K.S. INSTITUTE OF TECHNOLOGY, BANGALORE - 560109
LEERI

SCHEME AND SOLUTION
Degree B.E Semester : VII A&B
Branch : Computer Science & Engineering Course Code : 17CS73
Course Title : Machine Learning Max Marks : 10
Q.NO POINTS Marks
la
Applications of Machine Learning
* Leaming to recognize spoken words
* Leamning to drive an autonomous vehicle
* Leaming to classify new astronomical structures
* Leamning to play world-class backgammon
Explanation of each application in detail
b Well-Defined Learning Problem
Explanation of individual problem in detail
A checkers learning problem:
e Task T: playing checkers 1
» Performance measure P: percent of games won against opponents
¢ Training experience E: playing practice games against itself
A handwriting recognition learning problem:
e Task T: recognizing and classifying handwritten words within images
e Performance measure P: percent of words correctly classified
e Training experience E: a database of handwritten words with given
classifications
A robot driving learning problem:
e Task T: driving on public four-lane highways using vision sensors
» Performance measure P: average distance travelled before an error (as
judged by human overseer)
¢ Training experience E: a sequence of images and steering commands
recorded while observing a human driver
2 Designing a Learning System
" | Explanation of each step-in detail
(1)Choosing the Training Experience
1. Whether the training experience provides direct or indirect feedback
regarding
the choices made by the performance system.
2. The degree to which the learner controls the sequence of training examples
How well it represents the distribution of examples over which the final system
performance P must be measured




3.a

(ii)Choosing the Target Function

Let ChooseMove be the target function and the notation is
ChooseMove : B M

which indicate that this function accepts as input any board from the set of legal
board states B and produces as output some move from the set of legal moves M.
An alternative target function is an evaluation function that assigns a numerical
score to any given board state

Let the target function V and the notation

V:B R

which denote that V maps any legal board state from the set B to some real value
(iii)Choosing a Representation for the Target Function

Learning program will represent as a linear function of the form

V() = wo + wixq + waxy + waxs + waxy + wsxs + Wexs
(iv)Choosing a Function Approximation Algorithm

1. Derive training examples from the indirect training experience available to
the

learner
2. Adjusts the weights w; to best fit these training examples

The final design of checkers learning system can be described by four distinct
program modules that represent the central components in many learning systems

Training examples

Solution trace
1<ty Yy (51) >+ <l Vi (53) > )

(game history)

Issues in Machine Learning :

What algorithms exist for learning general target functions from specific
training examples??

« How much training data is sufficient?

«  When and how can prior knowledge held by the learner guide the process
of generalizing from examples? '

«  What is the best strategy for choosing a useful next training experience,
and how does the choice of this strategy alter the complexity of the




4a

S5a

learning problem?

«  What is the best way to reduce the learning task to one or more function
approximation problems?

«  How can the learner automatically alter its representation to improve its
ability to represent and learn the target function?

EIND-S Algorithm
1. Initialize & to the most specific hypothesis in H
2. For each positive training instance x

For each attribute constraint a;in A

If the constraint a; is satisfied by x

Then do nothing

Else replace a;in by the next more general constraint that is satisfied by x
3. Output hypothesis h

x; = <Sunny Warm Normal Strong Warm Same>, +

Observing the first training example, it is clear that our hypothesis is too specific.

In particular, none of the "@" constraints in h are satisfied by this example, so each

is replaced by the next more general constraint that fits the example

h;= <Sunny Warm Normal Strong Warm Same>

This h is still very specific; it asserts that all instances are negative except for the

single positive training example

x3= <Sunny, Warm, High, Strong, Warm, Same>, +

The second training example forces the algorithm to further generalize h, this time

substituting a "?' in place of any attribute value in h that is not satisfied by the new

example

h,=<Sunny Warm ? Strong Warm Same>

x3 = <Rainy, Cold, High, Strong, Warm, Change>, -

Upon encountering the third training the  algorithm makes
no change to h.

The FIND-S algorithm simply ignores every negative example.

h3 =< Sunny Warm ? Strong Warm Same>

x4 = <Sunny Warm High Strong Cool Change>, +

The fourth example leads to a further generalization of h

h4 =< Sunny Warm ? Strong 2 2 >

The CANDIDATE-ELIMINTION algorithm computes the version space
containing all hypotheses from H that are consistent with an observed sequence of

training examples

Initialize G to the set of maximally general hypotheses in H
Initialize S to the set of maximally specific hypotheses in H
For each training example d, do
» Ifdis a positive example
« Remove from G any hypothesis inconsistent with d
 For each hypothesis s in S that is not consistent with d
» Remove s from S
« Add to S all minimal generalizations h of s such that
* his consistent with d, and some member of G is
more general than h
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» Remove from S any hypothesis that is more general than
another hypothesis in S
« Ifdisanegative example
* Remove from S any hypothesis inconsistent with d
* For each hypothesis g in G that is not consistent with d
* Remove g from G
* Add to G all minimal specializations h of g such that
* his consistent with d, and some member of S is
more specific than h
Remove from G any hypothesis that is less general than another hypothesis in G

Sq¢ | { <Sunny. Warm, ?, Strong, ?, ?> )

/\

<Sunny, ?, ?, Strong, ?, ?>  <Sunny, Warm, ?, ?, 2, ?>  <?, Warm, ?, Strong, ?, ?>

NN

(en {<Sunny, ?, 2, 2, ?, 2>, <?, Warm, 7, ?, 2, 7> }

LIST-THEN-ELIMINATE Algorithm

1. VersionSpace c a list containing every hypothesis in H
2. For each training example, (x, c(x))

remove from VersionSpace any hypothesis h for which h(x) # c(x)
3. Output the list of hypotheses in VersionSpace

Explanation of Inductive Bias With respect to the following

o Biased Hypothesis Space
e Unbiased Learner
e Futility of Bias-Free Learning

Decision tree  learning is generally best suited to
problems with the following characteristics:
1. Instances are represented by attribute-value pairs — Instances are
described by a fixed set of attributes and their values
2. The target function has discrete output values — The decision tree assigns
a Boolean classification (e.g., yes or no) to each example. Decision tree
methods easily extend to learning functions with more than two possible

output values.
3. Disjunctive descriptions may be required
4.The training data may contain errors — Decision tree learning methods are

robust to errors, both errors in classifications of the training examples and
errors in the attribute values that describe these examples.
5.The training data may contain missing attribute values — Decision tree
methods can be used even when some training examples have unknown values
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ID3(Examples, Target_attribute, Attributes)
Examples are the training examples. Target_attribute is the attribute whose value
is to be predicted by the tree. Attributes is a list of other attributes that may be

testec.l by the learned decision tree. Returns a decision tree that correctly classifies
the given Examples.

e Create a Root node for the tree

» Ifall Examples are positive, Return the single-node tree Root, with label =
+

o If all Examples are negative, Return the single-node tree Root, with label =
e If Attributes is empty, Return the single-node tree Root, with label = most
common value of Target_attribute in Examples
Otherwise Begin
A «— the attribute from Attributes that best* classifies Examples
The decision attribute for Root +— A
For each possible value, v;, of A,
Add a new tree branch below Root, corresponding to the test A = v;
Let Examples .;, be the subset of Examples that have value v; forA
If Examples ;, is empty
Then below this new branch add a leaf node with label = most common
value of Target_attribute in Examples
e Else below this new branch add the subtree ID3(Examples vi,
Targe _tattribute, Attributes — {A}))
End
e Return Root

The central choice in the ID3 algorithm is selecting which attribute to test at each
node in the tree.

» A statistical property called information gain that measures
how well a given attribute separates the training examples
according to their target classification.

» ID3 uses information gain measure to select among the candidate
attributes at each step while growing the tree.

» To define information gain, we begin by defining a measure called entropy.

«  Entropy measures the impurity of a collection of examples.

» Given a collection S, containing positive and negative examples of some
target concept, the entropy of S relative to this Boolean classification is

Entropy (S) = —p log, p—p log,p_

The information gain values for all four attributes are

»  Gain(S, Outlook)=0.246

* Gain(S, Humidity)=0.151

* Gain(S, Wind)=0.048

* Gain(S, Temperature)=0.029

Final decision tree after analysing entire training dataset
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o KSIT, Bengaluru

(KS 1T DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING
ASSIGNMENT QUESTIONS

Academic Year 2020-2021 [0dd Semester]
Batch 2017-2021
Year/Semester/section II/VII/A
Subject Code-Title 17CS73- MACHINE LEARNING
Name of the Instructor M EAGHAVENDRACHARD Dept | CSE

Assignment No: 2 Total marks:10

Date of Issue: 10/11/2020 Date of Submission: 17/11/2020

i : K
SLNo Assignment Questions Level CO | Marks

Make use of suitable example, explain the following
i. Hypothesis Space Search In Decision Tree Learning Applying | c02
ii. Inductive Bias In Decision Tree Learning
iii.Issues In Decision Tree Learning

i. Determine the application of neural network which is
used for learning to steer an autonomous vehicle. Applying | CO3 2
ii. Identify the appropriate problem for Neural Network
Learning.

i. Make use of suitable diagram, explain the concept of )
% single perceptron. Applying | co3 2
ii. Design and derive The Gradient Descent Rule

i. Determine why stochastic approximation is needed to
4, Gradient descent rule? Applying

i. Design Back propagation algorithm. co3 2

ii. Derive Back propagation Rule (Case i and Case ii). 5
S. iii.Identify the remarks on Back propagation Algorithm. | Applying | CO3

i. Identify features of Bayesian learning methods o ”

5. ii. Determine Brute Force MAP Learning Algorithm Applying

gg_p%jy 6\\} e A" e O_\\J u_;cu.rcup‘-m
Cmirse charge Module Coordinator HOD




ASSIGNMENT II 2020 -21 ODD SEMESTER

K.S. INSTITUTE OF TECHNOLOGY, BANGALORE - 560109

SCHEME AND SOLUTION
Degree B.E Semester : VII A&B
Branch : Computer Science & Engineering Course Code 17CS73
Course Title :  Machine Learning Max Marks
Q.NO POINTS Marks
1 11
/{\/

Hypothesis space scarch by ID3.

ID3 scarches through the space of

possible decision trees from simplest

10 increasingly complex, guided by the 2

- b information gain heuristic.

ii.
a. ID3 Search Strategy
b. Approximate Inductive Bias of ID3
¢. A closer approximation to the inductive bias of 1D3.

iii.

Avoiding Over fitting the Data

Incorporating Continuous-Valued Attributes

Alternative Measures for Selecting Attributes

Handling Training Examples with Missing Attribute Values
Handling Attributes with Differing Costs

cooos




o o
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Instances are represented by many attribute value pairs

Target function output may be discrete valued, real valued or a vector of
several real or discrete values attributes.

Long training times are acceptable

Fast evaluation of the learned target function may be required

The ability of humans to understand the learned target function is not
important.
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where x;4 denotes the single i oompom:.fmu:ining_qmplcd.“'enow
Mwmemﬁmmnﬁm?mmdﬂnﬁmmmn{.m
o;.mmwmquimmmmsmm
tion (4.6) into Equation (4.5) yields the weight update rule for gradient descent

Aw; =1 (t« — %) Xid
deD

= E(la - 0g)(—xi4)
deD

Gradient descent is an important general paradigm for leaming. It is a strategy for
searching through a large or infinite hypothesis space that can be applied whenever
(1) the hypothesis space contains continuously parameterized hypotheses (e.g., the
weights in a lincar unit), and (2) the error can be differentiated with respect to
these hypothesis parameters. The key practical difficulties in applying gradient
descent are (1) converging to a local minimum can sometimes be quite slow (i.c.,
it can require many thousands of gradient descent steps), and (2) if there are
multiple local minima in the emror surface, then there is no guarantee that the
procedure will find the global minimum.

BACKPROPACATION(Iraining sxamples. §. My . Mays . Riidien)

mm:—vkhlﬁd&rhﬁ.lﬁ.*miuhmdmw
values, and 1 Iz the vector of lorget network output volues.

¢ I the learning rate (e.8.. .05). n., i3 the number of network inputs, Ruse the number of
units in the hidden layer, and n.,, the number of outpus unity,

The input from wnit | into wnit | ls denoted 2y, and the weight from unit | 10 snit j is denoted

i
= Creste a food-forward network with ay, inputs, augse hidden wnits, and a,,, Output units.
= Initialize all setwork weights 10 srmall madom sembers (e.g.. betweea - .05 and 05),
o Until the iermination condition is met. Do

@ Por each (§.7 ) In rraining cxemples, Do

Propagote the input forward through the network:

1. Input the instance 1 10 the network and compute the outpet o, of every wait » in
the petwork.

Propagaie the errovs bactwanrd through the network:
2. For each notwork output unit &, calculate its ervor term &,

& = na(] -~ )n - &) T4y

3. For each hidden uait A, calculate its esTor werm 4,
heand-a) 3 i T

dtowipuir

4. Update each network welght wy,

g =y Ay
where
Bwy = g8y xy (T4.5)




Cuase 1: Truining Rule for Outpet Unlt Weights. Just as w,, cen influence the
rost of the network only theough sei,. aei, can influsace the network oaly twough

@,. Therefore, we can levoke tw chain rules again 0 write

3y g b “23
Aot = bo; buey, g

To bagin. consider Just the fest term s Nguation (4.23)
-'&' - -‘«; S w-a

The dertvatives £ (4 ~ o)’ will be sero for all cutput units § excepe when & = /.
We therelore drop the summmation over output wnits and simply st § =

] LM
R LR
-y, =0) (4.24)
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ii.
Convergence and Local Minima

a
b. Representational Power of Feedforward Networks
c. Hypothesis Space Search and Inductive Bias

d. Hidden Layer Representations

e

Generalization, Overfitting, and Stopping Criterion

o Each observed training example can incrementally decrease or increase the
estimated probability that a hypothesis is comrect. This provides a more
flexible approach to learning than algorithms that completely eliminate a
hypothesis if it is found to be inconsistent with any single example.

e Prior knowledge can be combined with observed data to determine the final
probability ‘of a hypothesis. In Bayesian learning, prior knowledge is pro-
vided by asserting (1) a prior probability for cach candidate hypothesis, and
(2) a probability distribution over observed data for each possible hypothesis.

e Bayesian methods can accommodate hypotheses that make probabilistic pre-
dictions (e.g., hypotheses such as “this pneumonia patient has a 93% chance
of complete recovery”).

o New instances can be classified by combining the predictions of multiple
hypotheses, weighted by their probabilities.

o Even in cases where Bayesian methods prove computationally intractable,
they can provide a standard of optimal decision making against which other
practical methods can be measured.

il
We can design a straightforward concept learning algorithm to output the
maximum a posteriori hypothesis, based on Bayes theorem, as follows:

BruTE-FORCE MAP LEARNING algorithm

1. For each hypothesis & in H, calculate the posterior probability
P(D|h)P(h)

P(D)
2. Output the hypothesis iy with the highest posterior probability

hyap = argmax P(h|D)
heH

P(B|D) =

Q.
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SLNo Assignment Questions Level CO | Marks
i. Determine Minimum Description Length Principle
ii. Apply naive bayes classifier for the given training data
to classify the instance
(outlook = sunny, temperature = cool, humidity = high,
wind = strong)
Day Outlook Temperature Humidity =~ Wind  PlayTennis
D1 Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3  Overcast Hot High Weak Yes
D4  Rain Mild High  Weak Yes .
- DS  Rain Cool Normsl Weak  Yes Applying | CO4 | 2
D6 Rain Cool Normal  Strong No
D7  Overcast Cool Normal  Strong Yes
D8 Sunny Mild High Weak No
D9 Sunny Cool Normal  Weak Yes
D10 Rain Mild Normal  Weak Yes
D11 Sunmny Mild Normal  Strong Yes
D12 Overcast Mild High Strong Yes
D13 Overcast Hot Normal  Weak Yes
D14 Rain Mild High Strong No
iii. Determine Bayesian belief network with representation
Determine the following.
i. Conditional independence
ii. EM Algorithm
2. iii. Derivations of K means Algorithm 2
Applying Co4




Determine the following
i. Estimating Hypothesis Accuracy Applying | co5
il. Sample Error and True Error 2
iii. Binomial Distribution

Determine the following
i. Confidence Intervals Applying
4. ii. Central limit Theorem

ili. Comparing learning algorithms with paired t Tests. €03 -

Determine the following

i. Reinforcement learning
5 ii. Learning Task . Cos 2
iii. Q Learning ( Q Function and Algorithm) Applying
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I

Q.NO

The Minimum Description Length principle is motivated by imapmins.me

definition of A in the light of basic concepts from information theory. Consider
again the now familiar definition of .

hyap = argmax P(D|h)P(h)
keH

which can be equivalently expressed in terms of maximizing the log;

huar = ll'ﬂ! logy P(D}h) + log, P(h)

or alternatively, minimizing the negative of this quantity

hyap = lﬂ:ﬂ ~ logy P(Dlh) = log, P(h)
[ 13

Our task is to predict the target value (yes or no) of the target concept
Pkyrmhfudﬂlmmlnmdaﬁng&pndm(em)mﬂuhom
task, the target value vyg is given by
vyp = argmax P(v)[]; Plaily)

vy €lyes.ne)

= argmax P(v) P(Outlook = sunny|v,) P(T emperature = coollv))
o @ yer.ns)

- P(Humidity = highlv)) P(Wind = stronglv))  (6.21)

MHMMWMQMMWMQM
mmamommmroamu,,wmmmm
WMmuMmmmmmmpmwdu
different target vahumaﬂyuedmwdhndmmwwu
14 training examples

P(PlayT ennis = yes) = 9/14 = 64
P(PlayT ennis = no) = 5/14 = 36




R AT,

nid for
Similarly, we can estimate the conditional probabilities. For example, those
Wind = strong are.

P(Wind = strong| PlayTennis = yes) = 39=.33

P(Wind = strong|PlayTennis = no) = 3/5 = .60

similar estimates for the remaining attribute

: bility estimates and e
Using these probability es Equation (6.21) as follows (now omitting

values, we calculate vyp according to

attribute names for brevity)
P(yes) P(sunnylyes) Plcool|yes) P(highlyes) P(strong|yes) = .0053
P(no) P(sunny|no) P(coollno) P(high|no) P(stronglno) = .0206

Thus, the naive Bayes classifier assigns the target value PlayTennis = no to this
new instance, based on the probability estimates leamed from the training data.

<>
SB S-B =SB —S-B
@ @ C 04 01 08 02
~C 06 09 02 o8
FIGURE

A Bayesian belief network. The network on the left represents a set of conditional i
assumptions. In particular, each node is asserted to be conditionally independent of its nondescen-
dants, given its immediate parents. Associated with each node is a conditional probability table,
which specifies the conditional distribution for the variable given its immediate parents in the graph.
The conditional probability table for the Campfire node is shown at the right, where Campfire is
abbreviated to C, Storm abbreviated 10 S, and BusTourGroup abbreviated to B.

Let us begin our discussion of Bayesian belief networks by defining precisely
the notion of conditional independence. Let X, Y, and Z be three discrete-valued
random variables. We say that X is conditionally independent of Y given Z if
the probability distribution governing X is independent of the value of Y given a
value for Z; that is, if

xpypu) PX=x|Y =y, Z=2)=P(X=x|Z=21)

where x; € V(X), y; € V(Y), and z € V(Z). We commonly write the above
expression in abbreviated form as P(X|Y, Z) = P(X|Z). This definition of con-
ditional independence can be extended to sets of variables as well. We say that
the set of variables X, ... X; is conditionally independent of the set of variables
Yi...Y. given the sct of variables Z; ... 2Z, if

PXy..X1\Y1..¥Ym Z1...Z) = P(X1...Xi|1Z)y... Zy)




instance attribute A, given the target value V. This allows the naive Bayes clas-
sifier to calculate P(A1, AzlV) in Equation (6.20) as follows

P(A1, 421V) = P(Ay142, V) P(A|V) (6.23)
= P(A1[V)P(Az)V) - (6.24)

Equation (6.23). is just the general form. of the product rule of probability from
Table 6.1. Equation (6.24) follows because if A; is conditionally independent of

?’i Agll\f:;l V, then by our definition of conditional independence P(A;|A;, V) =
1 . .

ii.

Step 1: Calculate the expected value E(z;] of each hidden variable %j, assuming
the current hypothesis h = (11, 12) holds.

Step 2: Calculate a new maximum likelihood hypothesis #’ = {11, 45), assuming
the value taken on by each hidden variable 2y is its expected value E[z;]
calculated in Step 1. Then replace the hypothesis & = (u;, uy) by the
new hypothesis b’ = 10 45) and iterate,

iii.

mn ] 1 k
EllnP(Y|h)) = E N——- = 2 - ')’
[ ( I )] [g( W 202 jgzlf(xi ”';) )}
i‘( ,——fl ] i‘b‘[z: x u’)’)
— — . p— ) [ -
i=] ro? 2 J=l :
To summarize, the function @(k'k) for the k means problem is

m | 1 k 4
EDED) ( N gjzl: E{zy)(x - ﬂj)z)

I=l

whete B’ = (u), ..., ;) and where E[z] is calculated based on the current
hypothesis & and observed data X, As discussed earlier

e #}'(Xr -

Ek & ;ly(x;—n.)’

E[z‘i] - (629)




ii.

iii.

When evaluating a learned hypothesis we are most often interested in estimating
the accuracy with which it will classify future instances. At the same time, we
would like to know the probable error in this accuracy estimate (i.c., what exror
bars to associate with this estimate).

we consider the following setting for the leaming
problem. There is some space of possible instances X (e.g., the set of all people)
over which various target functions may be defined (e.g., people who plan to
purchase new skis this year). We assume that different instances in X may be en-
countered with different frequencies. A convenient way o model this is to assume
there is some unknown probability distribution D that defines the probability of
encountering each instance in X

Definition: The sample error (denoted errors(h)) of hypothesis & with respect to
target function f and data sample § is

errors(h) = %ZG(}' (x). h(x))

1¢3

3

Where n is the number of examples in S, and the quantity &(f(x), h(x)) is 1 if

F(x) # h(x), and O otherwise.

The true error of a hypothesis is the probability that it will misclassify a
single randomly drawn instance from the distribution D.

Definition: The true ervor (denated errorp (h)) of hypothesis & with respect to target

function f and distribution D, is the probability that h will misclassify an instance

drawn at random according to D.

errorp(h) = ll:;,[f (x) % h(x)]

Here the notation P‘% denotes that the probability is taken over the instance
distribution D.

M)

BWWhn—w.p—M

.12}

40
ving ~ heads in a samplo

°s s 10 15 20 25 30 33

Binomial distribution ves the probability of ob of n
:olnmua.whenumwgbﬂitydheadsmn:inﬂeednwhp. It is defined by the probabi

nt —
PO = oy P — P

mxrm-nmmmumm

If the randosn
« The Pr(x—r)unt.twinukocnthnvﬂuorisgiveuby?(r)
™ Thccxpoewd.otnuanvalucorx. E[X]. is

E[(X) = np

variance of X. Var({X). is
ks Var(X) = np(} — P>

ox - 1/up(1 - p)

- ‘I“bcu:.ndutldevhﬁonofX.dx.h

lity




'

One common way to describe the uncertainty associated with an estimate is to
give an interval within which the true value is expected to fall, along with the
probability with which it is expected to fall into this interval. Such estimates are
called confidence interval estimates.

Definition: An N% confidence interval for some parameter p is an interval that is
expected with probability N% to contain p.

i.
Theorem  Central Limit Theorem. Consider a st of independent, identically

distributed random variables Y, ... ¥, governed by an arbitrary probability distribu-
tion with mean 2 and fnite variance oZ. Define the sample mean, ¥ = 3 Y0, 1

Then as » — oo, the distribution governing

approaches a Normal distribution, with zero mean and standard deviation equal to 1.

il
| Above we described one procedure for comparing two learning methods given a
fixed set of data. This section discusses the statistical justification for this proce-
dure, and for the confidence interval defined by Equations (5.17) and (5.18). It
can be skipped or skimmed on a first reading without loss of continuity.
The best way to understand the justification for the confidence interval es-
timate given by Equation (5.17) is to consider the following estimation problem:

e We are given the observed values of a set of independent, identically dis-
tributed random variables Yy, Y2,..., Yz.
e We wish to estimate the mean u of the probability distribution governing
these Y, i
e The estimator we will usc is the sample mean ¥
1 k
? = ; Z Y, i

[

I m-; ;m-:nw \;:..,,,,

- «
0 L_’o._ *y V4 = o o

r2

Goal: Leam 10 choose actions that maximize

o+ Ty +YZn+ ... . where O Y <7
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One optimal policy

Q leaming algorithm
For each s, a initialize the table entry ((s, @) to zero.
Observe the current state s
Do forever:
e Select an action a and exccute it
e Receive immediate reward r
e Observe the new state s’
e Update the table entry for O(s, a) as follows:
Q(‘-a) «—r+ rnga("ld)

¢ g4

©Q leaming algorithm, assuming deterministic rewards and actions. The discount factor y may be any
constant such that 0 <y < I,

m\lwcﬂ-c"p\,\,\ m—\jux‘uru_,p\;«—
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LEARI Set A
USN
Degree : B.E Semester : VII
Branch : Computer Science Course Code : 17CS73
and Engineering
Course Title  : Machine Learning Date : 06-10-2020
Duration ¢ 90 Minutes Max Marks : 30
Note: Answer ONE full question from each part.
Q : (6(0) K-
No. Question Marks mapping Livel
PART-A
1(a) | Identify various applications of Machine Learning. 6 CO1 | Applying(K3)
(b) Design Checkers learning system using four distinct program modules. co1
: 6 Applying(K3)
Design and apply Find — S Algorithm for the given target concept Enjoy
sport.
Example Sky  AirTemp Humidity Wind Water Forecast  EnjaySpont
(© 1 Smoy Wam Nomal Stong Wam - Same Yes 6 COl | 4 iino K3
) Smy Wam Hgh Sty Wam Sume  Yes pplying(K3)
3 Rany Cold  High Stoog Wam Change  No
4  Sumny Wam  High Stoog Cool Change  Yes
OR
Determine the following with respect to checkers learning problem.
2(a) i Choosing training experience 6 CO1 | Applying(K3
il Choosing Target function pplying(K3)
(b) | Identify different issues in machine learning. 6 COo1 Applying(K3)
Design and apply Candidate Elimination Algorithm for the given target 6
(¢) | concept Enjoy sport (Refer Question 1(c)). CO1 | Applying(K3)

PART-B




3(a) | Identify Appropriate problems for decision tree learning. CO2 | Applying(K3)
(b) Design ID3 Algorithm CO2 | Applying(K3)
OR

Identify the necessary measure required to select the attributes for building
4(a) | decision tree using ID3 Algorithm. CO2 | Applying(K3)
Apply ID3 Algorithm to construct the decision tree for the given target
concept Play tennis.
Day Outlook  Temperature Humidity Wind  PlayTennis
D1 Sunny Hot High Weak No
D2  Sunny Hot High Strong No
D3  Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
DS Rain Cool Normal ~ Weak Yes
b D6 Rain Cool " Normal  Strong No CO2 | Applying(K3)
(b) D7  Overcast Cool Normal  Strong Yes
D8 Sunny Mild High Weak No
D9  Sunny Cool Normal  Weak Yes
D10 Rain Mild Normal  Weak Yes
DIl Sunny Mild Normal  Strong Yes
D12 Overcast Mild High Strong Yes
D13 Overcast Hot Normal  Weak Yes
D14 Rain Mild High Strong No

T
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17CS73

Course Titlel : | Machine Learning Max Mar

30

Q.NO.

POINTS

MARKS

1(a)

Applications of Machine Learning

* Learning to recognize spoken words

* Leamning to drive an autonomous vehicle

* Leaming to classify new astronomical structures

* Learning to play world-class backgammon
Explanation of each application in detail

6M

(b)

The final design of checkers learning system can be described by four distinct
program modules that represent the central components in many learning systems

leb X, (&) > L AN

6M

(©)

1. Initialize A to the most specific hypothesis in /
2. For each positive training instance x
For each attribute constraint a;in h

If the constraint a; is satisfied by x

3+3=6




Then do nothing
straint that is satisfied by x

Else replace a;in A by the next more general con

3. Output hypothesis h

Analysis of EnjoySport

x; = <Sunny Warm Normal Strong Warm Same>, +

e, it is clear that our hypothesis is to0 spe
h are satisfied by this example, SO
hat fits the example

cific.

Observing the first training exampl
In particular, none of the "@" constraints in
each is replaced by the next more general constraint t

h;=<Sunny Warm Normal Strong Warm Same>

This h is still very specific; it asserts that all instances are negative except for the
single positive training example
x3 = <Sunny, Warm, High, Strong, Warm, Same>, +

The second training example forces the algorithm to further generalize h, this time
substituting a "?" in place of any attribute value in h that is not satisfied by the new

example

h,=<Sunny Warm ? Strong Warm Same>

x3 = <Rainy, Cold, High, Strong, Warm, Change>, -

Upon encountering the third training the  algorithm makes

no changeto h.
The FIND-S algorithm simply ignores every negative example.
h3 = <Sunny Warm 2 Strong Warm Same>
x4 = <Sunny Warm High Strong Cool Change>, +

The fourth example leads to a further generalization of h

h4 = < Sunny Warm ? Strong ? ?>

2(2)

Designing a Learning System

Explanation of each step-in detail




()Choosing the Training Experience

There are three attributes which impact on success or failure of the |learner

1. Whether the training experience provides direct or indirect feedback
regarding the choices made by the performance system.

2. The degree to which the learner controls the sequence of training
examples.How well it represents the distribution of examples over which

the final system performance P must be measured
3

(ii)Cl.mosing the Target Function

Let ChooseMove be the target function and the notation is
ChooseMove : B> M

which indicate that this function accepts as input any board from the set of legal
board states B and produces as output some move from the set of legal moves M.

An alternative target function is an evaluation function that assigns a numerical
score to any given board state

Let the target function V and the notation
V:B2R

which denote that V maps any legal board state from the set B to some real value

(b) Issues in Machine Learning 6M.
+  What algorithms exist for learning general target functions from specific
training examples??
« How much training data is sufficient?
«  When and how can prior knowledge held by the learner guide the process
of generalizing from examples?
»  What is the best strategy for choosing a useful next training experience,
and how does the choice of this strategy alter the complexity of the
learning problem?
» What is the best way to reduce the learning task to one or more function
approximation problems?
« How can the learner automatically alter its representation to improve its
ability to represent and learn the target function?
(c) The CANDIDATE-ELIMINTION algorithm computes the version space
containing all hypotheses from H that are consistent with an observed sequence of | 3+3=6M




training examples

Initialize G to the set of maximally general hypotheses in H

Initialize S to the set of maximally specific hypotheses in H
For each training example d, do

» Ifdis a positive example
* Remove from G any hypothesis inconsistent with d
*  For each hypothesis s in S that is not consistent with d
* Removes from S
* Add to S all minimal generalizations h of s such that
* his consistent with d, and some member of G is
more general than h
» Remove from S any hypothesis that is more general than
another hypothesis in S
» Ifdis a negative example
* Remove from S any hypothesis inconsistent with d
» For each hypothesis g in G that is not consistent with d
* Remove g from G
* Add to G all minimal specializations h of g such that
* his consistent with d, and some member of S is
more specific than h
Remove from G any hypothesis that is less general than another hypothesis in G

Analysis of Enjoy Sport

Sy | { <Sunny, Warm, ?, Strong, ?, 2>}

\

<Sunny, ?, ?, Strong, ?, 7> <Sunny, Warm, 2, 2, 2, 7> <2, Warm, 2, Strong, ?, 7>

NN

G, {<Sunny, 2, 2,2, 2, ?>,<?, Warm, 2, 2, 2, 2> }

3(a)

Decision tree  learning is generally best suited to

6M




problems with the  following characteristics:

1. Instances are represented by attribute-value pairs — Instances are
described by a fixed set of attributes and their values

2. The target function has discrete output values — The decision tree assigns
a Boolean classification (e.g., yes or no) to each example. Decision tree
methods easily extend to learning functions with more than two possible
output values.

3. Disjunctive descriptions may be required
4.The training data may contain errors — Decision tree learning methods are

robust to errors, both errors in classifications of the training examples and
errors in the attribute values that describe these examples.

5.The training data may contain missing attribute values — Decision tree
methods can be used even when some training examples have unknown values

(b) | ID3(Examples, Target_attribute, Attributes)

Examples are the training examples. Target_attribute is the attribute whose value
is to be predicted by the tree. Attributes is a list of other attributes that may be
tested by the learned decision tree. Returns a decision tree that correctly

classifies the given Examples.

e Create a Root node for the tree
If all Examples are positive, Return the single-node tree Root, with label =

+
If all Examples are negative, Return the single-node tree Root, with label

If Attributes is empty, Return the single-node tree Root, with label = most
common value of Target_attribute in Examples
Otherwise Begin
A « the attribute from Attributes that best* classifies Examples
The decision attribute for Root — A
For each possible value, v;, of A,
Add a new tree branch below Root, corresponding to the test A = v;
Let Examples ,;, be the subset of Examples that have value v; for 4
If Examples ,;, is empty
Then below this new branch add a leaf node with label = most common
value of Target_attribute in Examples
» Else below this new branch add the subtree ID3(Examples ,;,
Targe_tattribute, Attributes — {A}))
e End
Return Root

4(a) | The central choice in the ID3 algorithm is selecting which attribute to test at each




node in the tree.

+ A statistical property called information gfli{t that measures
how well a given attribute separates the training examples
according to their target classification. _

+ 1D3 uses information gain measure to select among the candidate
attributes at each step while growing the tree.

+ To define information gain, we begin by defining a measure called
entropy.

«  Entropy measures the impurity of a collection of examples.

«  Given a collection S, containing positive and negative examples of some
target concept, the entropy of S relative to this Boolean classification is

Entropy (S) = —p, log, p,~p. l08, 1,

(b) | The information gain values for all four attributes are 6M

* Gain(S, Outlook)=0.246
*  Gain(S, Humidity)=0.151
*  Gain(S, Wind)=0.048
* Gain(S, Temperature)=0.029
Final decision tree after analysing entire training dataset

Cutlook
Sunny Overcast Rain
Humidity Yes Wind
High Norni.'l Strong Weak
No Yes No Yes

s?_wgy O_\b’\I-Uk-LC Cl.i‘"@_{p\)"" 6\'\] MMQ‘PM
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Degree : BE Semester : VII
Branch ¢ Computer Science Course Code : 17CS73
and Engineering
Course Title  : Machine Learning Date : 06-10-2020
Duration : 90 Minutes Max Marks : 30
Note: Answer ONE full question from each part.
Q ; Cco K-
No. Question Marks mapping Level
PART-A
1(2) Design List-Then Eliminate Algorithm 6 Cco1 Applying(K3)
b Design Checkers learning system using four distinct program modules. col
(®) 6 Applying(K3)
Apply Find — S Algorithm for the given target concept Enjoy sport.
Bumple Sky Aifemp Hunidity Wind Wawer Forecass EnjoySpon
© 1 Swmny Wam Nomal Stong Wam - Same  Yes cot
2 Sy Wam  High Stong Wam  Same Yes 6 Applying(K3)
3 Ramy Cold High Strong Wam Change  No
4 Sumy Wam  High Stong Cool Change  Yes
OR
Determine the following with respect to checkers learning problem.
2(a) i Choosing training experience 6 CO1 | Applying(K3)
ii. Choosing Target function
(b) | Design Find - S Algorithm. 6 CO1 | Applying(K3)
Design and apply Candidate Elimination Algorithm for the given target 6
(c) | concept Enjoy sport (Refer Question 1(c)). Co1 Applying(K3)

PART-B




3(a) | Identify Appropriate problems for decision tree learning, C0O2 | Applying(K3)
®) Design ID3 Algorithm CO2 | Applying(K3)
OR

Identify the necessary measure required to select the attributes for building
4(a) | decision tree using ID3 Algorithm. CO2 | Applying(K3)
Apply ID3 Algorithm to construct the decision tree for the given target
concept Play tennis.
Day Outlook Temperature Humidity Wind  PlayTennis
D1 Sunny Hot High Weak No
D2  Sunny Hot High Strong No
D3  Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
DS Rain Cool Normal  Weak Yes
b D6 Rain Cool " Normal  Strong No CO2 | Applying(K3)
(b) D7  Overcast Cool Normal  Strong Yes
D8  Sunny Mild High Weak No
D9  Sunny Cool Normal  Weak Yes
D10 Rain Mild Nomal  Weak Yes
D11 Sunny Mild Normal  Strong Yes
D12  Overcast Mild High Strong Yes
D13 Overcast Hot Normal Weak Yes
D14 Rain - Mild High Strong No
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Q.NO.
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MARKS

1(a)

Mention the list then algorithm with its steps and explain briefly how the
algorithm works with example

6M

®)

The final design of checkers learning system can be described by four distinct
program modules that represent the central components in many learning systems

Training exampics
[<by. Y, (B)) > <ty Vo (b)) > )

6M

(©)

Analysis of EnjoySport
x; = <Sunny Warm Normal Strong Warm Same>, +

Observing the first training example, it is clear that our hypothesis is too specific.
In particular, none of the "@" constraints in h are satisfied by this example, so
each is replaced by the next more general constraint that fits the example

h; = <Sunny Warm Normal Strong Warm Same>

This h is still very specific; it asserts that all instances are negative except for the

3+3=6




single positive training example
x2 = <Sunny, Warm, High, Strong, Warm, Same>, +

The second training example forces the algorithm to further generalize h, this time
substituting a "?" in place of any attribute value in h that is not satisfied by the new

example
h2=<Sunny Warm ? Strong Warm Same>
x3 = <Rainy, Cold, High, Strong, Warm, Change>, -

Upon encountering the third training the  algorithm makes
no change to h.

The FIND-S algorithm simply ignores every negative example.
h3 =< Sunny Warm ? Strong Warm Same>

x4 = <Sunny Warm High Strong Cool Change>, +

The fourth example leads to a further generalization of h

h4 =< Sunny Warm ? Strong 2 2 >

2(a)

Designing a Learning System
Explanation of each step-in detail

(i)Choosing the Training Experience

There are three attributes which impact on success or failure of the learner

1. Whether the training experience provides direct or indirect feedback
regarding the choices made by the performance system.

2. The degree to which the learner controls the sequence of training
examples.How well it represents the distribution of examples over which
the final system performance P must be measured

3

(ii)Choosing the Target Function

Let ChooseMove be the target function and the notation is

ChooseMove : B> M

which indicate that this function accepts as input any board from the set of legal




board states B and produces as output some move from the set of legal moves M.

An alternative target function is an evaluation function that assigns a numerical
score to any given board state

Let the target function V and the notation
V:B2R

which denote that V maps any legal board state from the set B to some real value

(®

EIND-S Algorithm

1.Initialize 4 to the most specific hypothesis in H
2.For each positive training instance x

For each attribute constraint a;in k

If the constraint a; is satisfied by x

Then do nothing

Else replace a;in / by the next more general constraint that is satisfied by x

3.Output hypothesis A

6M

(©)

The CANDIDATE-ELIMINTION algorithm computes the version space

containing all hypotheses from H that are consistent with an observed sequence of
training examples

Initialize G to the set of maximally general hypotheses in H
Initialize S to the set of maximally specific hypotheses in H
For each training example d, do

+ Ifd is a positive example
» Remove from G any hypothesis inconsistent with d
» For each hypothesis s in S that is not consistent with d
* Remove s from S
* Add to S all minimal generalizations h of s such that
* his consistent with d, and some member of G is
more general than h

Remove from S any hypothesis that is more general than
another hypothesis in S

+ Ifd is a negative example
* Remove from S any hypothesis inconsistent with d
» For each hypothesis g in G that is not consistent with d

3+3=6M




+ Remove g from G
+  Add to G all minimal specializations h of g such that
«  his consistent with d, and some member of Sis
more specific than h
Remove from G any hypothesis that is less general than another hypothesis in G

Analysis of Enjoy Sport

S¢ | { <Sunny, Warm, ?, Strong, 2, 7> |

T

<Sunny, ?, ?, Strong, ?, 7> <Sunny, Warm, 2, 2, 7, 7> <7 Warm, 2, Strong. ?, 7>

NN

G | (<Sunny. 2. 2.2,2,2>, <2 Warm, 2, 2, 2, 7> }

3(a)

Decision tree  leaming is generally best suited to
problems with the  following characteristics:

1. Instances are represented by attribute-value pairs — Instances are
described by a fixed set of attributes and their values

2. The target function has discrete output values — The decision tree assigns
a Boolean classification (e.g., yes or no) to each example. Decision tree
methods easily extend to leaming functions with more than two possible
output values.

3. Disjunctive descriptions may be required
4.The training data may contain errors — Decision tree learning methods are

robust to errors, both errors in classifications of the training examples and
errors in the attribute values that describe these examples.

5.The training data may contain missing attribute values — Decision tree
methods can be used even when some training examples have unknown values

6M

(b)

ID3(Examples, Target_attribute, Attributes)

6M




Examples are the training examples. Target_attribute is the attribute whose value
is to be predicted by the tree. Attributes is a list of other attributes that may be
tested by the learned decision tree. Returns a decision tree that correctly
classifies the given Examples.

e Create a Root node for the tree
e [fall Examples are positive, Return the single-node tree Root, with label =
+

e Ifall Examples are negative, Return the single-node tree Root, with label

o If Attributes is empty, Return the single-node tree Root, with label = most

common value of Target_attribute in Examples

Otherwise Begin

A « the attribute from Attributes that best* classifies Examples

The decision attribute for Root — A

For each possible value, v;, of A,

Add a new tree branch below Root, corresponding to the test A =v;

Let Examples ;, be the subset of Examples that have value v; for 4

If Examples i, is empty

Then below this new branch add a leaf node with label = most common

value of Target_attribute in Examples

¢ Else below this new branch add the subtree ID3(Examples .,
Targe_tattribute, Attributes — {A}))

e End
Return Root
4(a) | The central choice in the ID3 algorithm is selecting which attribute to test at each 6M
node in the tree.
« A statistical property called information gain that measures
how well a given attribute separates the training examples
according to their target classification.
« D3 uses information gain measure to select among the candidate
attributes at each step while growing the tree.
* To define information gain, we begin by defining a measure called
entropy.
* Entropy measures the impurity of a collection of examples.
* Given a collection S, containing positive and negative examples of some
target concept, the entropy of S relative to this Boolean classification is
Entro = — _
py (8) = —p,log, p~p log,p_
(b) | The information gain values for all four attributes are 6M

« Gain(S, Outlook)=0.246




o Gain(S, Wind)=0.048

Sunny
Humidiry
;igh Normal
No (3

«  Gain(S, Humidity)=0.151

+  Gain(S, Temperature)=0.029
Final decision tree after analysing entire training dataset

QOutlook
Overcast Ruiu\
Yes Wind

/N

Strong

No

Weak

N\

Yes

e ———————————— e —
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K.S. INSTITUTE OF TECHNOLOGY, BENGALURU - 560109
I1 SESSIONAL TEST QUESTION PAPER 2020 ODD SEMESTER

Set A
USN ! |
Degree : BE Semester : VI
Branch : Compater Scieace Course Code 17CS73
and Ensincer
Course Title : Machine Learning Date : 18-11-2020
Duration : 90 Minates Max Marks : 30
Note: Answer ONE full question from each part.

N . co K- |
Q Ne. Question Marks . i |
PART-A
1(a) Make use of suitable diagram_ explain the concept of single perceptron. 6 co3 Applying(K3)
@) | Determine the application of neural network which is used for lcarning to steer —_ 7

an autonomous vehicle. 6 Applying(K3) '
(c) | Desigan Back propagation algorithm. CO3 & = 't
6 | Applying(K3)
i
OR
.
2(a) | Design and derive Gradient Descent Rule 6 COo3 Applying(K3)
(b) | Ideatify the appropriate problem for Neural Network Learing " o3 Applying(K3) ,
(c) Derive Back propagation Rule (i ) with respect to output layer 6 C03 Applying(K3) |
PART-B
L
3(a) | Make use of suitable example, explain the Hypothesis Space Search in Decision 6 co2 Apphyiag(K3) ’
Tree Learning i ‘
(b) | Identify features of Bayesian learning methods ¢ COt | Applying(K3)
OR
- ——— e eion Tree Lowms :
43) e e = & co2 | Applying(K3)
Determine Brutz F MAP Leaming Algorithm ; G |
(b) o 6 CO4 | Applying(K3) |

Q&’ffﬁ/ 0 ¥~ wicarafpys
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o K.S. INSTITUTE OF TECHNOLOGY, BANGALORE - 560109
11 SESSIONAL TEST QUESTION PAPER 2020 — 21 ODD SEMESTER

(KS LT
SCHEME AND SOLUTION Set A
Degree s B.E Semester] :| VII
Branch : | CSE Course Cod¢ :| 17CS73
Course Title | : | Machine Learning Max Marks| :| 30
Q.NO. POINTS MARKS
1(a)
2M + 4M
n
_J! ifigowl-x'ae
-1 otherwise
®) = o =
| } |
® )
2M + 4M
|
Diagram and explanation




©

BACKPROPAGATION(training £xamples, 0, N, Nours Ahidden) .
Each training example is a pair of the form (3.7 ), where % is the vector of network input
values, and T is the vector of target network output values.

n Is the learning rate (e.8., .05). nia is the number of network inputs, Rugden the number of
units in the hidden layer. and Rout the number of outpur units.

The input from unit i into unit f is denoted xy;, and the weight from unit | to unit j Is denoted
w).

@ Create a feed-forward network with ny, Inputs, nugue hidden units, and ag.r output units,

w Initialize all network weights to small random numbers (e.g.. between —.05 and .05).

= Until the termination condition is met, Do

@ For each {%.7 } in training_examples, Do

Propagate the input forward through the network:

L. Input the instance 3 to the network and compute the ouwtput o, of every unit x in
the network.

Propagate the errors backward through the network:
2. For each network output unit k, calculate its error term &,

St 4+ or(1 — ) — o)
3. For each hidden unit A, calculate its crror term 3,

& —~op(l —ap) 2 wa 8

keowtpurs

4. Update cach network weight wy;

Wy~ wy + Ay
where
Awyy = n s xy;

3+3=6

2(a)

GRADIENT-DESCENT(training examples, n)

Each training example is a pair of the form (%, t), where % is the vector of input values, and
¢ is the target output value. 1 is the learning rate (e.g., .05).
o Initiatize each w; to some small random value
+ Until the termination condition is met, Do
o Initialize each Aw; to zero.
o For cach (, t) in training_examples, Do
o Input the instance ¥ to the unit and compute the output o
o For each linear unit weight w;, Do

Aw; « Aw; +n(t - o)x;
» For each linear unit weight w;, Do

W w4 Ay

Design and Derivation

3+3=6

(b)

Appropriate problems for Neural Network Learning

e Instances are represented by many attribute-value pairs.

o The target function output may be discrete-valued, real-valued, or a vector
of several real- or discrete-valued attributes.

1*6=6M




o The training examples miay contain errors.
® Long training times are acceptable.
® Fast evaluation of the learned target function may be required.

. fhe ability of humans to understand the learned target function is not impor-
ant.

(c)
Back propagation Rule (i) with respect to output layer
3+3=6M
Derivation and Explanation
" <
T ” /‘ \-\‘ 3+3=6M
A2 AZ
/ \
Diagram and explanation
(b) Features of Bayesian learning methods
6M

e Each observed training example can incrementally decrease or increase the
estimated probability that a hypothesis is correct. This provides a more
flexible approach to leaming than algorithms that completely eliminate a
hypothesis if it is found to be inconsistent with any single example.

e Prior knowledge can be combined with observed data to determine the final
probability of a hypothesis. In Bayesian learning, prior knowledge is pro-
vided by asserting (1) a prior probability for each candidate hypothesis, and
(2) a probability distribution over observed data for each possible hypothesis.

e Bayesian methods can accommodate hypotheses that make probabilistic pre-
dictions (e.g., hypotheses such as “this pneumonia patient has a 93% chance
of complete recovery™).

o New instances can be classified by combining the predictions of multipl
hypotheses, weighted by their probabilities. :

e Even in cases where Bayesian methods prove computationally intractable,
they can provide a standard of optimal decision making against which other
practical methods can be measured.




1*6=6M

\‘n/

4(a)

various issues In Decision Tree Learning

®

BruTe-ForcE MAP LEARNING algorithm
1. For each hypothesis & in H, calculate the posterior probability
P(D|h)P(h)
P(D)

2. Output the hypothesis Ay p With the highest posterior probability
* huap = argmax P(h| D)
. hel

P(hID) =

Formula description and Explanation

3+3=6M

e (7 N QM e s
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K.S. INSTITUTE OF TECHNOLOGY, BENGALURU - 560109
11 SESSIONAL TEST QUESTION PAPER 2020 ODD SEMESTER

IS TT) .
USN
Degree : BE Semester : VII
Branch :  Computer Science Course Code : 17CS73
and Engineering
Course Title ¢ Machine Learning Date : 18-11-2020
Duration : 90 Minutes Max Marks : 30
Note: Answer ONE full question from each part.
. coO K-
Q No. Question Marks EpINE Level
PART-A
Determine why stochastic approximation is needed to .
1(a) | Gradient descent rule 6 Co3 Applying(K3)
(b) Determine the application of neural network which is used for learning to steer COo3
an autonomous vehicle. 6 Applying(K3)
(c) | Design Back propagation algorithm. 6 CO3 Applying(K3)
OR
2(a) | Identify the appropriate problem for Neural Network Learning 6 CcO3 Applying(K3)
(b) Design and derive Gradient Descent Rule 6 Cco3 Applying(K3)
(0 Derive Back propagation Rule (i) with respect to output layer 6 Cco3 Applying(K3)
PART-B
3(a) | Make use (.)f suitable example, explain the Hypothesis Space Search in Decision 6 co2 Applying(K3)
Tree Learning
b Determine Brute Force MAP Learning Algorithm 6
(b) COo4 Applying(K3)
OR
A Identify various issues In Decision Tree Learning
e 6 CO2 | Applying(K3)
(b) | Identify features of Bayesian learning methods 6 CO4 Applying(K3)

9 G\\JMCQFU-PW- O—\\’N(‘c.urcnp\b\

Signature of Course in charge Signature of Module Coordinator Signature of HOD



SCHEME AND SOLUTION

K.S. INSTITUTE OF TECHNOLOGY, BANGALORE - 560109
II SESSIONAL TEST QUESTION PAPER 2020 — 21 ODD SEMESTER

Set B

Degree

s B.E Semesten

:| VII

Branch

CSE Course Code

17CS73

Course

Title | : Machine Learning Max Marks

11 30

Q.NO.

POINTS

MARKS

1(a)

Mentioning about advantages of stochastic approximation with explanation

6*1=6M

(®)

Diagram and explanation

2M +4M

(©)

BACKFROPAGATION(Iralning #XampleX, . Nia . Moyt s Bhiddon)
Each sraining exampic Iz a pair of the form (Z,7 ), where 3 is the vector of nenwvork input
values, and ¥ iz the of targer &k 1 I
n Is the learning raote (£.8.. .05). r. is the number of nerwork inpus, n the ber of
wunits in the hidden layer. and Pou: the number of outprut unlts,
The inpus froms unit | into wunit J s denored x;. and the weighr frov snit i to unit } is denoted

Wy

o Create a foed-forward network with ny, inputs, Asvem hidden uni, and n,., curput units.
- all ik ights to small d- b {o.g.. between —.05 and .05),

«» Until the terminaton conditon is met. Do

= For each (Z,7 ) In training exampies. Do
Propagate the inpus forward through the neowork:
1. Input the instance X to the rk and the ocurput o, of overy unit » in
the network.

Propagare the vrrors backwanrd through the network:

2. For cach nctwork output unit &, calculate its error term 3y
8 o= oall — o)l —~ o)

3. For each unit A, il its orror tvorm 8y,

8a +— oall — aa) E weada
Awowrpury

4. Update each network welght wy,
Wy = wyp - By

whero
Doy == 1 8y xpy

3+3=6




-

2(a)

GRADIENT-DESCENT(training.examples, n)
Each training example is a pair of the form (. 1), where % is the vector of input values, and
¢ i the target output value. n is the leaming rate (e.g., .05).

o Initialize each w; to some small random value

o Until the termination condition is met, Do
o Initialize each Awy; to zero.
o For each (%, ) in training_examples, Do
o Input the instance  to the unit and compute the output 0
o For each linear unit weight w;, Do

Awy « Aw; +n(t —o)x
o For each linear unit weight w;, Do

w w4+ Aw;

Design and Derivation

N

3+3=6

(b)

Appropriate problems for Neural Network Learning

e Instances are represented by many attribute-value pairs.
o The target function output may be discrete-valued, real-valued, or a vector
of several real- or discrete-valued attributes.

o The training examples may contain errors.
o Long training times are acceptable.
o Fast evaluation of the learned target function may be required.

o The ability of humans to understand the learned target function is not impor-
tant,

1*6=6M

©

Back propagation Rule (i) with respect to output layer

Derivation and Explanation

3+3=6M

3(a)

f’?&.ﬁf'i{“\

I S S

RS

Diagram and explanation

3+3=6M




(b)

Features of Bayesian learning methods

e Each observed training example can incrementally decrease or increase the
estimated probability that a hypothesis is correct. This provides a more
flexible approach to learning than algorithms that completely eliminate a
hypothesis if it is found to be inconsistent with any single example.

e Prior knowledge can be combined with observed data to determine the final
probability of a hypothesis. In Bayesian learning, prior knowledge is pro-
vided by asserting (1) a prior probability for each candidate hypothesis, and
(2) a probability distribution over observed data for each possible hypothesis.

e Bayesian methods can accommodate hypotheses that make probabilistic pre-
dictions (e.g., hypotheses such as “this pneumonia patient has a 93% chance
of complete recovery”).

o New instances can be classified by combining the predictions of multiple
hypotheses, weighted by their probabilities.

o Even in cases where Bayesian methods prove computationally intractable,
they can provide a standard of optimal decision making against which other
practical methods can be measured.

6M

4(2)

Various issues In Decision Tree Learning

1*6=6M

(b)

BRruTE-FORCE MAP LEARNING algorithm
1. For each hypothesis k in H, calculate the posterior probability
P(DIh)P(h)
P(D)
2. Output the hypothesis &y, with the highest posterior probability
" huap = argmax P(h|D)
heH

P(h|D) =

Formula description and Explanation

3+3=6M

0¥ e i A 6\\) VAL o) P~
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SET A

K.S. INSTITUTE OF TECHNOLOGY, BENGALURU - 560109
III SESSIONAL TEST QUESTION PAPER 2020 ODD SEMESTER

USN
Degree : B.E Semester : VII
Branch : Computer Science Course Code : 17CS73
and Engineering
Course Title : Machine Learning Date : 06-01-2021
Duration : 90 Minutes Max Marks : 30
Note: Answer ONE full question from each part.
Q . co K-
No. Question Maris mapping Level
PART-A
Apply naive bayes classifier for the given training data to classify
the instance
(outlook = sunny, temperature = cool, humidity = high, wind =
strong)
Day Outlook Temperature Humidity @ Wind  PlayTennis
D1 Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3  Overcast Hot High Weak Yes
1(a) D4 Rain Mild High Weak Yes 6 CO4 | Applying(K3)
DS Rain Cool Normal Weak Yes
D6 Rain Cool Normal  Strong No
D7  Overcast Cool Normal Strong Yes
D8 Sunny Mild High Weak No
D9  Sunny Cool Normal  Weak Yes
D10 Rain Mild Normal  Weak Yes
DIl  Sunny Mild Normal  Strong Yes
D12 Overcast Mild High Strong Yes
D13  Overcast Hot Normal  Weak Yes
D14  Rain Mild High  Strong No
Design Bayesian belief network with its representation
(b) 6 €o4 Applying(K3)
. . 6 Applying(K3
© Identify Sample Error and True Error in hypothesis CO5 pplying(K3)
c
OR
2(a) Determine conditional independence in Bayesian belief network ) CO4 | Applying(K3)
a
Design EM Algorithm and derive equations for the algorithm ino(K3
®) : ¢ | €O+ |Applying(k3)




(©) Identify confidence interval for discrete valued hypothesis COS5 | Applying(K3)
PART-B =y

3(a) | Make use of suitable example, explain the Reinforcement COS | Applying(K3)

Learning
(b) Determine Comparing learning algorithms with paired t Tests, COS5 | Applying(K3)
OR

4(a) Design Q Learning (Q Function and Algorithm) CO5 | Applying(K3)
(b) Determine Binomial Distribution for sampling theory CO5 | Applying(K3)

?‘P’%O/ 0 > ecarapur
Signature of Course in charge
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e K.S. INSTITUTE OF TECHNOLOGY, BANGALORE - 560109
111 SESSIONAL TEST QUESTION PAPER 2020 — 21 ODD SEMESTER

[K S LT
SCHEME AND SOLUTION (SET A)
Degree : |BE Semester] :| VII
Branch : CSE Course Code :| 17CS73
Course Title | : | Machine Learning Max Marks| :| 30
Q.NO. POINTS MARKS
1(a)
P(yes) P(sunny|yes) P(cool|yes) P(highlyes) P(strong|yes) = 0053 M +4M
P(no) P(sunnylno) P(cool|no) P(highino) P(stronglno) = 0206
(®)
S§B 5B =8B ~5-B
c 04 01 08 02
«C 06 09 02 08 ANLra
Diagram and explanation
© Sample Error : Definition and Explanation IM
True Error : Definition and Explanation 1M
2(a) Cond.it'ional independe.nce in Bayesian belief network M + 4M
Definition and Explanation




(b)

Step 1: Estimation (E) step: Calculate ((#|h) using the current !lypoﬂlesis h and
the observed data X to estimate the probability distribution over ¥.

Q(k|h) « Efln P(Y1K)lh, X]

Step 2: Maximization (M) step: Replace hypothesis 4 by the hypothesis A’ that
maximizes this Q function.

h < argmax Q(h'|h)
hl

Algorithm and Explanation

2M + 4M

(©

Confidence interval for discrete valued hypothesis
Formula and Explanation

4+2=6M

3(a)

Agent

State %eward \cuon

Environment

a a a
g Uy - -’2—3-—-—*-

rl ]"2

Goal: Leam to choose actions that maximize

ro+YrI +‘rzrz+... ,» where 0 Y </

Diagram and explanation

3+3=6M

®)

Comparing learning algorithms with paired t Tests

Comparison and Explanation

3+3=6M




‘T(a) Q leaming algorithm

Fbrcmchsua
Observe the
Do forever:

initialize the table entry (3(s. a) to zero.,
current state s

Select an action a and execute it
* Receive immediate reward »

* Observe the new state s’
L ]

3+3=6M
Update the table entry for O«(s, a) as follows:

O(s,a) «r + yn?xé(s'.a’)

* 5 g3

Algorithm and Explanation

(b)

Binomial Distribution for sam

3+3=6M
pling theory
Points and Explanation

B2 @u AC e a0 we 6\\J L “Cap A~
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SET B

K.S. INSTITUTE OF TECHNOLOGY, BENGALURU - 560109

m III SESSIONAL TEST QUESTION PAPER 2020 ODD SEMESTER
USN
Degree : B.E Semester : VII
Branch : Computer Science Course Code : 17CS73
and Engineering
Course Title  : Machine Learning Date : 03-02-2021
Duration : 90 Minutes Max Marks : 30
Note: Answer ONE full question from each part.
Q . Cco K-
No. Questin Marks mapping Level
PART-A
1(a) Design EM Algorithm and derive equations for the algorithm 6 CO4 | Applying(K3)
) Determine conditional independence in Bayesian belief network CO4
6 Applying(K3)
: I : 6 Applying(K3)
© Determine estimating hypothesis accuracy COs
OR
Apply naive bayes classifier for the given training data to classify
the instance
(outlook = sunny, temperature = cool, humidity = high, 6
wind = strong)
Day Outlook Temperature Humidity Wind  PlayTennis
D1 Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3  Overcast Hot High Weak Yes
2 D4  Rain Mild High  Weak Yes 4 ;
@ | b5 Rain Cool Normal Weak  Yes CO4 | Applying(K3)
D6 Rain Cool Normal  Strong No
D7  Overcast Cool Normal  Strong Yes
D8 Sunny Mild High Weak No
D9  Sunny Cool Normal  Weak Yes
D10 Rain Mild Normmal  Weak Yes
D11 Sunny Mild Normal  Strong Yes
D12 Overcast Mild High Strong Yes
D13  Overcast Hot Normal  Weak Yes
Di4 Rain Mild High Strong No
Design Bayesian belief network with its representation
(b) B P ¢ | €04 |Applying(x3)




(c) Identify confidence interval for discrete valued hypothesis ¢ CO5 | Applying(K3)
PART-B
(=) Design Q Learning (Q Function and Algorithm) 6 COS o Appiying(o)
(b) Determine central limit theorem 6 CO5 | Applying(K3)
OR
4(a) | Design K means algorithm with its derivations 6 COS | Applying(K3)
(b) II\Jers;lrc:in ;se of suitable example, explain the Reinforcement 6 Cco5 | Applying(K3)

?&%V O‘\) LIC e e P m\, A e e
Signature of dourse in charge Signature of Module Coordinator
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CHNOLOGY, BANGALORE - 560109

e K.S. INSTITUTE OF TE
K S17) 111 SESSIONAL TEST QUESTION PAPER 2020 — 21 ODD SEMESTER
SCHEME AND SOLUTION ( SET B)
Degree B.E Semester] :| VII
Branch : CSE Course Cod¢ :| 17CS73
Course Title | : Machine Learning Max Marks| :| 30
Q.NO. POINTS MARKS
1(a) EM algorithm explanation with steps.
Explanation of each equation 3M +3M
(b) Conditional independence in Bayesian belief network 2M +4M
Definition and Explanation
(c) Mentioning of equations to achieve accuracy
Explanation of each term and procedure to achieve accuracy
2(a)
P(yes) P(sunny|yes) P(cool|yes) P(high|yes) P(strong|yes) = .0053 2M +4M
P(no) P(sunnylno) P(cool|no) P(highino) P(stronglno) = 0206
(b) 2M + 4M
§8 5B ~8B 5B
c 04 01 08 02
AC 06 09 02 08
(¢)
Confidence interval for discrete valued hypothesis
Formula and Explanation 4+2=6M




3@)

Q learning algorithm

For each s, « initialize the table entry O(s, a) to zero.
Observe the current state s

Do forever:

e Seclect an action a and execute it

e Receive immediate reward r

e Observe the new state 5’

e Update the table entry for Q(s, a) as follows:

O(s,a) « r + y max (s',a")

® 5 s

3+3=6M

®

Mentioning of central limit theorem
Explanation of steps

3+3=6M

4(a)

Mentioning of K mean algorithm with its steps
Explanation of algorithm

4(b)

Agent

State %ewud \cmn

Environment

a a
5 %0 e 2
o

Goal: Leamn to choose actions that maximize

2
ra"'T’} +7 r2+ , where 0 Y <]

3+3=6M

G\\J LS cd o P
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K.S. INSTITUTE OF TECHNOLOGY, BANGALORE
DEPARTMENT OF COMPUTER SCIENCE & ENGINEERING

YEAR / SEMESTER vViIvi

COURSE TITLE Machine Learning

COURSE CODE 17CS73

IACADEMIC YEAR 2020-2021
|INTERNALS 1

SL Q.N.1 (a) | Q.N.1(b) | Q.N.1 (c)| Q.N.2 (a) | Q.N.2(b) | Q.N.2 (c) | Q.N.3(a) | Q.N.3(b) | Q.N.4(a) | Q.N.4(b) | TOTAL
NO USN NAME co1 co1 co1 CcOo1 co1 co1 co2 co2 co2 co2

. 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 30 Marks
1 | 1KS17CS001 [AAFREEN HUSSAIN 5 6 6 6 5 28
2 | 1KS17CS002 |ABHISHEK GOWDA.M.V 6 6 6 6 6 30
3 | 1KS17CS003 [AKSHATHA RAMESH 6 8 6 6 5 29
4 | 1KS17CS004 |AKSHITHA.B.S 6 6 6 6 6 30
5 | 1KS17CS005 |[AMOGH.R S 8 6 6 6 29
6 | 1KS17CS006 |AMOGHA MANJUNATHA K 4 6 6 6 6 28
7 | 1KS17CS007 |[AMRUTHA.V.DESHPANDE 6 6 6 6 6 30
8 | 1KS17CS008 |ANOOP.P.S 5 6 6 6 6 29
9 | 1IKS17CS010 |JANUSHAA.G 5 6 6 6 6 29
10| 1KS17CS011 |JANUSHREE.J 6 8 6 6 6 30
11] 1KS17CS013 |ASHISH.K. AMAR 4 6 6 6 6 28
12 [ 1KS17CS014 |LAKSHMI PRASANNA.B 6 8 6 6 6 6 30
13| 1KS17CS016 |[BHAVESH BHANSALI| 5 6 6 6 6 29
14 [ 1KS17CS017 [CHAITRA 6 5 8 [} [3 29
15| 1KS17CS018 [CHANDANA.B.R 6 6 6 6 6 30
16 | 1KS17CS019 [CHENNA KESHAVA.N.T 5 6 6 6 6 29




Sl

QN1 (@)] aNADB) QN1 ()] aN.2 (a)| aN.2(b) [@.N.2 (c) | Q.N.3(a) | Q.N.3(b) | Q.N.4(a) | Q.N.4(b) | TOTAL
NO USN NAME co1 co1 cO1 co1 co1 CO1 co2 (7] co2 co2

b 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks |6 Marks |6 Marks | 6 Marks | 30 Marks
17 | 1KS17CS020 [DARSHAN.S 6 6 6 6 6 30
18| 1KS17CS021 | DEEKSHITHA.R 5 5 6 6 5 27
19| 1KS17CS022 |DEEPIKA.S.H 6 6 6 6 6 30
20| 1KS17CS023 |DIVYA YASHASWI KANNEY 6 6 6 6 6 30
21| 1KS17CS024 |[GANESH.G.B 6 ) ) 6 5 29
22| 1KS17CS025 | GANESH MAUDGHALYA H.G 6 5 6 4 5 26
23| 1KS17CS026 | GAUTHAM.C.R 5 6 6 4 5 26
24| 1KS17CS027 |H.PRIYANKA 6 6 6 6 6 30
25| 1KS17CS028 [HANUMESH.V.T 5 5 3 6 6 28
26| 1KS17CS029 |[HARSHITHA.V 6 6 6 6 6 30
27 | 1KS17CS030 [INDRASENA KALYANAM 5 6 6 6 6 29
28 | 1KS17CS032 [KARAN RAGHUNATH 5 5 6 6 5 27
29| 1KS17CS033 |[KARTHIK.T.C 6 6 6 6 6 30
30| 1KS17CS034 [KAVITHA.S 6 6 6 6 6 30
31| 1KS17CS035 [KEERTHIN 6 6 6 6 6 30
32| 1KS17CS036 |KRITHIKA JAGANNATH 6 6 6 6 6 30
33| 1KS17CS037 [LAVANYA.V 6 6 3 6 6 27
34| 1KS17CS038 [LOKESH.B.M 4 6 6 6 6 28
35| 1KS17CS040 [MANJUNATH.A 5 6 6 6 5 28
36 | 1KS17CS041 [MEGHANA.CV 6 6 6 6 6 30
37| 1KS17CS042 [MEGHANA.G 6 6 6 6 6 30
38| 1KS17CS043 [MEGHANA.G.R 6 2 6 6 6 26
39 | 1KS17CS044 [MOUNIKA.M.K.L 6 6 6 6 6 30
40 | 1KS17CS045 [NEHA.K 5 6 6 6 6 29
41| 1KS17C5046 [NIKHIL SUBRAMANYA.K 5 5 6 6 6 28
42| 1KS17CS047 [NIKITHA KATARI 6 6 6 6 5 29
43| 1KS17CS048 [NISCHITHA.C 6 6 6 6 6 30
44 [ 1KS17CS049 [NITISH KUMAR GUPTA 4 6 2 6 5 23
45| 1KS17€S050 [NYDILE.G.R 6 6 6 6 6 30
46 | 1KS17CS051 |P.KISHORE 5 6 6 6 6 29




Sl Q.N.1 (a)| Q.N.1(b) | Q.N.1 (c)| @.N.2 (a) [ @.N.2(b) [ @.N.2 (c) | Q.N.3(a) [ @.N.3(b) | @.N.4(a) | @ N.A(b) | TOTAL
NO USN NAME co1 co1 co1 co1 co1 co1 co2 co2 coz co2

o 6 Marks | 6 Marks | 6 Marks | 6 Marks |6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 30 Marks
47 | 1KS17CS102 |SHRIRAKSHA.S. KANAGO 6 5 6 6 6 =
48] 1KS18CS401 |[KRUTHIKA.B.M 6 5 6 6 5 28
49| 1KS16CS042 [MEGHANA.H.S 5 6 6 6 5 28
50 | 1KS15CS050 |LAXMLK.Y 6 5 5 2 20

Course ificharge




K.S. INSTITUTE OF TECHNOLOGY, BANGALORE
DEPARTMENT OF COMPUTER SCIENCE & ENGINEERING

YEAR / SEMESTER v/vil
COURSE TITLE Machine Learning
COURSE CODE 17CS73
ACADEMIC YEAR 2020-2021
INTERNALS 1}
S Q.N.1(a) | Q.N.1(b) | Q.N.1 (c) | Q.N.2 (a) | Q.N.2(b) | Q.N.2 (c)| Q.N.3(a) | Q.N.3(b) | Q.N.4(a) | @ N.4(b)| TOTAL
O USN NAME co3 Cco3 Cc03 Cco3 co3 CcOo3 CcO2 CcOo4 co2 CO4
6 Marks | 6 Marks | 6 Marks | 6 Marks |6 Marks | 6 Marks |6 Marks | 6 Marks | 6 Marks | 6 Marks | 30 Marks
1 | 1KS17CS001 |AAFREEN HUSSAIN 6 6 5 6 5 28
2 | 1KS17CS002 [ABHISHEK GOWDA.M.V 6 6 5 6 5 28
3 | 1KS17CS003 |AKSHATHA RAMESH 6 6 5 6 5 28
4 | 1KS17CS004 [AKSHITHA.B.S 6 6 5 5 6 28
5 | 1KS17CS005 |AMOGH.R 5 6 5 6 5 28
6 |1KS17CS006 |AMOGHA MANJUNATHA K 6 6 5 6 5 28
7 | 1KS17CS007 |[AMRUTHA.V.DESHPANDE 6 6 5 6 5 28
8 | 1KS17CS008 |ANOOP.P.S 6 6 6 6 5 29
9 [1KS17CS010[ANUSHA.A.G 6 6 5 6 5 28
10 | 1KS17CS011 [ANUSHREE.J 6 6 5 6 5 28
11 | 1KS17CS013 [ASHISH.K. AMAR 6 6 5 5 5 27
12 | 1KS17CS014 [LAKSHMI PRASANNA.B 6 6 5 6 6 29
13 | 1KS17CS016 |[BHAVESH BHANSALI 6 6 5 6 5 28
14 [ 1KS17CS017 [CHAITRA 6 6 5 6 5 28
15 [ 1KS17CS018 [CHANDANA.B.R 6 5 6 6 5 28
16 | 1KS17CS019 [CHENNA KESHAVAN.T 6 6 5 6 5 28




QN1 @] QNA(b) [QNA ()] Q.N.2 (a) | Q.N.2(b) | Q.N-2 (c) GN.3(a) [ Q.N.3(b) | Q.N4(a) | QNA4(b)| TOTAL

SL USN NAME cos | cos | co3 cos | cos | cos3 coz | cos | coz | CO4

e 6 Marks | 6 Marks | 6 Marks | 6 Marks 6 Marks | 6 Marks | 6 Marks 6 Marks |6 Marks |6 Marks | 30 Marks
17 | 1KS17CS020 |DARSHAN.S 5 5 5 6 5 26
18 | 1KS17CS021 |DEEKSHITHAR 6 6 5 6 6 29
19 | 1KS17CS022 |DEEPIKA.S.H 6 6 5 8 5 28
20 | 1KS17CS023 |DIVYA YASHASWI KANNEY 6 6 5 6 5 28
21 | 1KS17CS024 |GANESH.G.B 6 6 5 6 5 28
22 | 1KS17CS025 | GANESH MAUDGHALYA.H.G 6 6 5 6 5 28
23 | 1KS17CS026 |GAUTHAM.C.R 6 5 5 6 5 27
24 | 1KS17CS027 |H.PRIYANKA 6 5 5 6 5 27
25 | 1KS17CS028 |HANUMESH.V.T 6 6 5 6 5 28
26 | 1KS17CS028 |HARSHITHAV 6 6 5 6 5 28
27 | 1KS17CS030 |INDRASENA KALYANAM 6 6 6 6 5 29
28 | 1KS17CS032 |[KARAN RAGHUNATH 6 6 5 6 5 28
29 | 1KS17CS033 [KARTHIK.T.C 6 6 5 5 5 27
30 | 1IKS17CS034 |KAVITHA.S 6 6 5 6 5 28
31 | 1KS17CS035 |KEERTHLN 6 6 5 6 5 28
32 | 1KS17CS036 |KRITHIKA JAGANNATH 6 6 5 6 5 28
33 | 1IKS17CS037 |LAVANYAV 6 6 5 6 5 28
34 | 1KS17CS038 |LOKESH.B.M 6 6 5 6 5 28
35 | 1KS17CS040 |[MANJUNATH.A 6 6 5 6 5 28
36 | 1KS17CS041 [MEGHANA.C.V 6 6 5 6 5 28
37 | 1KS17CS042 [MEGHANA.G 6 6 5 ry 5 28
38 | 1KS17CS043 [MEGHANA.G.R 6 6 5 6 5 6 5 28
39 | 1KS17CS044 [MOUNIKAM.K.L 6 6 5 6 5 28
20 | 1KS17CS045 |NEHAK 6 5 6 6 5 28
21 | 1KS17CS046 [NIKHIL SUBRAMANYA.K 6 6 5 6 5 28
42 | 1KS17CS047 |NIKITHA KATARI 5 6 5 5 5 26
43 | 1KS17CS048 |NISCHITHA.C 6 6 5 6 5 28
24 | 1KS17CS049 |NITISH KUMAR GUPTA 6 6 4 6 5 >7
45 | 1KS17CS050 [NYDILE.G.R 6 6 5 6 5 28
46 | 1KS17CS051 |P.KISHORE 6 6 5 6 5 28




sL. Q.N.1 (a) | @.N.1(b)[Q.N.1 (c)]@.N.2 (a) [ @.N.2(b) | @.N.2 (c)| Q.N.3(a) [ @N.3(b) | @.N.4(a) | @.N.4(b) | TOTAL

ko USN NAME co3 co3 co3 co3 Co3 | co3 | co2 | cosa | coz | cos
6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 30 Marks
47 | 1KS17C5102 |SHRIRAKSHA.S.KANAGO 6 8 5 6 5 28
48 | 1KS18CS401 [KRUTHIKA.B.M 6 6 5 6 S 5
49 | 1KS16CS042 [MEGHANAH.S 6 6 5 6 5 8
50 | 1KS15CS050 |LAXMI.K.V 6 6 5 6 5 28
51 | 1KS16CS090 [SHASHANK KAVUR 6 6 5 6 5 28

Q-Lajy
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K.S. INSTITUTE OF TECHNOLOGY, BANGALORE
DEPARTMENT OF COMPUTER SCIENCE & ENGINEERING

YEAR / SEMESTER VIVl
COURSE TITLE Machine Learning
COURSE CODE 17CS73
IACADEMIC YEAR 2020-2021
INTERNALS ]
SL Q.N.1(a) | Q.N.1(b) | Q.N.1 (c) | Q.N.2 (a) | @.N.2(b) | Q.N.2 (c) | Q.N.3(a) | Q.N.3(b) Q.N.4(a) | Q.N.4(b)| TOTAL
NO USN NAME CO4 CO4 CO5 CO4 CO4 CO5 CO5 CO5 CO5 CO5
- 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 30 Marks
1 | 1KS17CS001 |AAFREEN HUSSAIN 6 1 6 0 13
2 | 1KS17CS002 |[ABHISHEK GOWDA .M.V 6 6 6 6 6 30
3 | 1KS17CS003 [AKSHATHA RAMESH 6 6 6 6 24
4 | 1KS17CS004 |[AKSHITHA.B.S 6 6 6 18
5 | 1KS17CS005 |JAMOGH.R 6 6 6 6 2 26
6 | 1KS17CS006 |]AMOGHA MANJUNATHA.K 6 6 6 6 6 30
7 | 1KS17CS007 |AMRUTHA.V.DESHPANDE 6 6 6 6 24
8 | 1KS17CS008 |ANOOP.P.S 6 6 6 6 24
9 | 1KS17CS010 [ANUSHA.A.G 6 6 6 18
10 | 1KS17CS011 |ANUSHREE.J 6 6 6 18
11 | 1KS17CS013 |ASHISH.K. AMAR 6 6 6 6 6 30
12 | 1IKS17CS014 |LAKSHMI PRASANNA.B 6 6 6 3 6 27
13 | 1KS17CS016 |BHAVESH BHANSALI 6 6 6 18
14 | 1KS17CS017 |CHAITRA 6 6 6 3 6 27
15 | 1KS17CS018 [CHANDANA.B.R 6 6 6 6 6 30
16 | 1KS17CS019 |CHENNA KESHAVA.N.T 6 6 6 6 24




SL QN4 (@] QNA(b) QN1 (c)| Q.N.2 (a) | Q.N.2(b) Q.N.2 (c)| Q.N.3(a) | Q.N.3(b) QN.4(a) | QNA(b) [ TOTAL
NO USN NAME co4 co4 co5 co4 co4 cos co5 cos cO5 CcO5

. 6 Marks | 6 Marks | 6 Marks | 6 Marks |6 Marks | 6 Marks |6 Marks |6 Marks | 6 Marks | 6 Marks | 30 l:;ﬂ“
17 | 1KS17CS020 [DARSHAN.S 6 6 =
18 | 1KS17CS021 [DEEKSHITHAR 6 6 6 1

19 | 1KS17CS022 |DEEPIKA.S.H 6 6 6 6 4 28
20 | 1KS17CS023 |DIVYA YASHASWI KANNEY ABSENT

21 | 1KS17CS024 |GANESH.G.B 6 6 6 18
22 | 1IKS17CS025 |GANESH MAUDGHALYA.H.G 6 6 6 6 24
23 | 1KS17CS026 |GAUTHAM.CR 6 6 3 3 18
24 | 1KS17€S027 |H.PRIYANKA 6 6 6 6 6 6 30
25 | 1KS17CS028 [HANUMESH.V.T 6 6 1 6 6 25
26 | 1KS17CS029 [HARSHITHA.V 6 6 6 6 1 25
27 | 1KS17CS030 [INDRASENA KALYANAM 6 6 6 4 6 28
28 | 1KS17CS032 |KARAN RAGHUNATH 6 6 6 6 24
29 | 1KS17CS033 [KARTHIK.T.C 6 6 6 2 24
30 | 1KS17CS034 |[KAVITHA.S 6 6 6 8 24
31 | 1KS17CS035 |[KEERTHLN 6 6 6 6 24
32 | 1KS17CS036 [KRITHIKA JAGANNATH 6 6 6 6 6 30
33 | 1KS17CS037 [LAVANYA.V 6 6 6 4 6 28
34 | 1KS17CS038 [LOKESH.B.M 6 4 4 4 1 19
35 | 1KS17CS040 [MANJUNATH.A 6 6 6 6 24
36 | 1KS17CS041 [MEGHANA.C.V 6 6 6 6 24
37 | 1KS17CS042 [MEGHANA.G 6 6 6 5 ) 30
38 | 1KS17CS043 [MEGHANA.G.R 6 6 6 6 6 30
39 | 1KS17CS044 [MOUNIKAM.K.L 6 6 6 18
40 | 1KS17CS045 [NEHA.K 6 6 6 18
41 | 1KS17CS046 |NIKHIL SUBRAMANYA.K 6 6 6 3 2 26
42 | 1KS17CS047 [NIKITHA KATARI 6 5 5 6 5 28
43 | 1KS17CS048 [NISCHITHA.C 6 6 6 8
44 | 1KS17CS049 |NITISH KUMAR GUPTA 6 6 6 3 6 27
45 | 1KS17CS050 [NYDILE.G.R 6 6 6 18
46 | 1KS17CS051 |P.KISHORE ) 8 0 8 : =




Sl

Q.N.1 (a)[ Q.N.1(b) [Q.N.1 (c)[ @.N.2 (a)| Q.N.2(b) [ Q.N.2 (c)| Q.N.3(a) | Q.N.3(b) | Q.N.4(a) | Q.NA(b) | TOTAL
NO USN NAME CcOo4 co4 CcO5 co4 CO4 CO5 CO5 CO5 CO5 CcO5

k 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks | 6 Marks |6 Marks | 6 Marks |6 Marks |6 Marks | 30 Marks
47 | 1KS17CS102 |SHRIRAKSHA.S.KANAGO 6 6 6 8 L 2
48 | 1KS18CS401 [KRUTHIKA.B.M ABSENT

49 | 1KS16CS042 [MEGHANAH.S I [ 6 [ 6 1 [ I | 6 | 18
50 | 1KS15CS050 [LAXMI.K.V ABSENT

51 | 1KS16CS090 [SHASHANK KAVUR ABSENT

C01;rse ifcharge




K.S. INSTITUTE OF TECHNOLOGY, BENGALURU-560 109

DEPARTMENT OF COMPUTER SCIENCE & ENGG.
FOR THE ACADEMIC YEAR 2020-2021

[K'S I T ML (15/17CS73) - 1A Marks Detail
SLNo USN Name of the Student First Second Third Final | Assignment | Final
Test Test Test Avg Muarks Marks
Marks Marks Marks | Marks (10 M) (40 M)
@aomM) | (30M) (30 M) | (30M)
1 1KS17CS001 | AAFREEN HUSSAIN 28 28 13 23 10 33
2 1KS17CS002 | ABHISHEK GOWDA.M.V 30 28 30 30 10 40
3 1KS17CS003 | AKSHATHA RAMESH 29 28 24 27 10 37
4 1KS17CS004 | AKSHITHA.B.S 30 28 18 26 10 36
5 1KS17CS005 | AMOGH.R 29 28 26 28 10 38
6 1KS17CS006 | AMOGHA MANJUNATHA.K 28 28 30 29 10 39
7 1KS17CS007 | AMRUTHA.V.DESHPANDE 30 28 24 28 10 38
8 1KS17CS008 | ANOOP.P.S 29 29 24 28 10 38
9 1KS17CS010 | ANUSHA.A.G 29 28 18 25 10 35
10 1KS17CS011 | ANUSHREE.J 30 28 18 26 10 36
11 1KS17CS013 | ASHISH.K.AMAR 28 27 30 29 10 39
12 1KS17CS014 | LAKSHMI PRASANNA.B 30 29 27 29 10 39
13 1KS17CS016 | BHAVESH BHANSALI 29 28 18 25 10 35
14 1KS17CS017 | CHAITRA 29 28 27 28 10 38
15 1KS17CS018 | CHANDANA.B.R 30 28 30 30 10 40
16 1KS17CS019 | CHENNA KESHAVA.N.T 29 28 24 27 10 37
17 1KS17CS020 | DARSHAN.S 30 26 12 23 10 33
18 1KS17CS021 [ DEEKSHITHA.R 27 29 18 25 10 35
19 1KS17CS022 | DEEPIKA.S.H 30 28 28 29 10 39
20 1KS17CS023 | DIVYA YASHASWI KANNEY 30 28 AB 20 10 30
21 1KS17CS024 | GANESH.G.B 29 28 18 25 10 35
22 1KS17CS025 | GANESH MAUDGHALYA.H.G 26 28 24 26 10 36
23 1KS17CS026 | GAUTHAM.C.R 26 27 18 24 10 34
24 1KS17CS027 | H.PRIYANKA 30 27 30 29 10 39
25 1KS17CS028 | HANUMESH.V.T 28 28 25 27 10 37
26 1KS17CS029 | HARSHITHA.V 30 28 25 28 10 38
27 1KS17CS030 | INDRASENA KALYANAM 29 29 28 29 10 39
28 1KS17CS032 | KARAN RAGHUNATH 27 28 24 27 10 37
29 1KS17CS033 | KARTHIK.T.C 30 27 24 27 10 37
30 1KS17CS034 | KAVITHA.S 30 28 24 28 10 38
31 1KS17CS035 | KEERTHLN 30 28 24 30 10 40
32 1KS17CS036 | KRITHIKA JAGANNATH 30 28 30 30 10 40
33 1KS17CS037 | LAVANYA.Y 27 28 28 28 10 38
34 1KS17CS038 | LOKESH.B.M 28 28 19 25 10 35
35 1KS17CS040 | MANJUNATH.A 28 28 24 27 10 37
36 1KS17CS041 | MEGHANA.C.V 30 28 24 28 10 38
37 1KS17CS042 | MEGHANA.G 30 28 30 30 10 40
38 1KS17CS043 | MEGHANA.G.R 26 28 30 28 10 38
39 1KS17CS044 | MOUNIKA.M.K.L 30 28 18 26 10 36
40 1KS17CS045 | NEHA.K 29 28 18 25 10 35
41 1KS17CS046 | NIKHIL SUBRAMANYA.K 28 28 26 28 10 38
42 1KS17CS047 | NIKITHA KATARI 29 26 28 28 10 38
43 1KS17CS048 | NISCHITHA.C 30 28 18 26 10 36
44 1KS17CS049 | NITISH KUMAR GUPTA 23 27 27 26 10 36
45 1KS17CS050 | NYDILE.G.R 30 28 18 26 10 36
46 1KS17CS051 | P.KISHORE 29 28 24 27 10 37
47 1KS17CS102 | SHRIRAKSHA.S.KANAGO 29 28 25 28 10 38




K.S. INSTITUTE OF TECHNOLOGY, BENGALURU-560 109

DEPARTMENT OF COMPUTER SCIENCE & ENGG.
FOR THE ACADEMIC YEAR 2020-2021

m ML (15/17CS73) — IA Marks Detail
48 1KS18CS401 | KRUTHIKA.B.M 28 28 AB 19 10 29
49 1KS16CS042 | MEGHANA.H.S 28 28 18 25 10 35
S0 1KS15CS050 | LAXMI.K.V 10(15) | 14 (15) AB 12 05 (05) 17(20)
51 1KS16CS090 | SHASHANK KAVUR AB 15 (15) AB 08 05 (05) 13(20)

Course incharge




\ o Visvesvaraya Technological University
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K.S. INSTITUTE OF TECHNOLOGY, BANGALORE

Branch : CS Scheme : 2017 Semester : 7
No.| USN  [17¢s71{17Cs72(17C87317C8743[17C5 754 |170SL 76| 17CSL77|17CSP78| SIUPEN T
1 [1Ks16CS042| 34 35 | 35 33| 31 37 36 88 | Nuuhons
2 [1ksiecsiio| 35 | 38 | 35 | 36 36 40 40 88 | \Jos*=
3 [1ks17cs001| 38 | 37 | 33 38 35 39 40 91 205 -
4 [1ks17cs002] 40 | 35 | 40 39 39 38 40 94 ﬁv&
5 [1ks17cso03| 38 | 35 | 37 37 38 40 40 89
6 [1ks17csoos| 38 | 34 | 36 38 34 38 40 90 %
7 |1ks17csoos| 40 | 33 | 38 36 35 40 40 89 i
'8 |1ks17csoo6| 38 | 37 | 39 39 40 39 40 97 W
\J |1Ks17Cs007| 37 37 | 38 35 35 | 40 40 9 | H—
10 [1ks17cso08| 39 | 36 | 38 | 37 35 38 40 0 |[A1ES |
11 [1KS17CS010] 40 | 34 | 35 36 36 38 40 91 | AJ—
12 [1KS17CS011] 39 37 | 36 36 31 40 40 88 | Auwwinats-
13 |1ks17cs013] 40 | 34 | 39 | 39 36 40 40 9 | A
14 [1ks17cso14| 40 | 37 | 39 38 37 40 39 91 | A
15 |1ks17cso16[ 39 | 34 | 35 34 34 40 40 92 | Bt
16 |1Ks17cs017| 39 | 36 | 38 37 36 40 40 91 | oL |
17 [1ks17cso18] 40 | 35 | 40 38 40 40 40 95  |Chardlavs B-A
18 [1KS17CS019 38 | 38 | 37 38 36 39 40 95 |chipb—w
19 [1KS17CS020| 35 33 | 33 32 33 40 39 88
20 [1Ks17Cs021| 35 36 [ 35 35 39 39 39 91 [pevait
21 [1Ks17cs022| 37 | 35 | 39 35 35 40 39 91 | Degphe |
2 [1KS17CS023| 30 27 30 | 28 29 38 40 91 R
123 [1ks17cs024| 37 | 33 | 35 33 33 40 37 88 Y
24 [1Ks17cs025] 35 | 34 [ 36 [ 34 34 39 40 92 | ganrldl-
25 [1KS17CS026| 40 32 | 4 36 36 38 40 88 H CR
26 [1KS17Cs027| 40 | 37 | 39 39 39 38 40 89 | =
27 [1KS17CS028| 39 33 | 37 33 32 38 34 87 |
28 [1Ks17cs029| 38 | 35 | 38 | 36 37 38 40 9 [Heul o |
29 [1KS17CS030| 40 38 | 39 40 40 40 40 95 I .
30 |1KS17CS032| 36 35 37 32 34 40 40 92 | $—¥
31 [1KS17CS033| 37 33 37 38 38 40 40 90 %
32 [1Ks17cs03a| 37 | 35 | 38 37 37 38 37 85 | Kondios
33 [1KS17CS035| 39 35 | .40 36 35 38 37 89 | —r
34[1ks17cs036] 30 | 37 | 40 | 40 | 40 | 40 | 40 | 95 |Qpewd
35 |1KS17CS037| 39 36 | 38 33 37 40 37 91 | pansawp\
36 [1KS17CS038| 37 3 | 35 35 33 40 39 94 y
37 [1Ks17cS040| 38 20 37 34 33 38 40 9 | AL




e —

USN  [17CS71(17CS72(17CS73|17CS743|17CS754|17CSL76{17CSL77|17CSP78 Sf’ggggu‘“&
1KS17CS042| 40 | 37 40 39 40 20 20 94
40 [1ks17cs043| 40 | 37 | 38 39 39 40 40 89 m
41 |1KS17CS044| 39 36 36 | 35 38 39 40 T [P ukg\
42 [1KS17Cs045| 38 | 34 35 36 33 40 37 91 Ao K
43 [1KS17CS046| 40 | 34 38 36 32 39 35 89 | N/ART)
44 [1KS17CS047| 37 | 36 38 33 34 38 37 94 [wJpeA T |
45 |1KS17CS048| 36 | 32 | 36 29 32 38 40 88 | NGt
46 [1KS17CS049| 36 | 36 | 36 37 33 40 37 87 [woividhy
47 [1KS17Ccs050{ 40 | 36 | 36 | .35 | 34 40 40 88
48 [1ks17¢sos1| 37 | 35 | 37 | 35 3¢ | 40 40 92 =
49 [1ks17cs0s2| 40 | 40 | 37 40 38 40 40 90 | “Rd[
50 |1KS17CS053| 36 | 40 | 39 38 39 40 39 91 | baM®
51 [1KS17CS055| 38 | 40 | 40 39 40 40 40 89 @g..[h
52 [1KS17cs056| 36 | 36 | 34 32 25 40 38 89 | %
53 |1KS17CS057| 33 | 34 | 29 33 37 40 40 84 -/fi%
54 [1KS17CS058| 38 | 35 | 30 35 37 40 40 89 | haw
Y5 [1ks17csose| 3¢ | 32 | 37 32 32 37 34 84 g%
56 |1KS17CS060| 36 38 37 34 39 40 39 88 D
57 [1KS17cso61| 34 | 37 | 34 36 34 36 37 89 \_—>=—
58 [1KS17CS062| 38 | 34 | 37 | 35 30 36 37 89 | &
59 |1KS17CS063| 35 | 35 34 32 33 40 36 88 | 28—
60 [1KS17CS064| 38 | 40 | 38 37 39 40 40 94 | <
61 |1KS17CS065| 38 | 38 | 39 34 38 40 40 88 | et R
62 |1KS17CS066| 37 | 40 | 38 39 39 40 40 90 | Rulis
63 [1KS17CS067 37 | 40 | 35 36 33 40 40 87 | MO —
64 |1KS17CS069| 36 36 36 35 36 39 36 84
65 |1KS17CS070| 40 | 40 | 40 38 40 40 40 93
66 |1Ks17cso71| 36 | 38 | 38 38 36 40 40 97
67 |1Ks17cso72| 38 | 36 | 38 34 35 38 36 84
y [1Kks17cs074| 26 | 29 | 24 27 27 38 39 88
69 |1ks17Ccs075| 40 | 39 | 40 39 38 39 40 90
70 [1ks17¢cso76| 37 | 34 | 36 36 33 40 40 93
71 |1KS17CS077| 34 | 30 30 33 30 38 35 89
72 [1ks17cso78| 36 | 40 [ 40 40 38 40 39 88
73 |1KS17CS079| 37 | 40 36 36 33 40 40 88
174 [1Ks17cso81| 39 | 40 38 38 37 39 40 90
75 |1KS17Cs082| 30 | 30 30 30 30 39 40 93
76 |1KS17CS083| 40 | 40 39 38 38 38 40 97
77 [1Kks17csos4| 39 | 40 38 38 35 40 40 89
78 [1ks17cso085| 37 | 38 40 34 39 39 40 87
79 |1ks17cs086| 40 | 38 | "39 38 36 39 40 92
80 [1Ks17Ccs087| 38 | 36 40 36 37 39 39 87
81 |1KS17CS088| 40 36 38 39 37 40 40 87
82 |1KS17Ccs089| 40 | 40 40 38 38 40 40 97
22 {[1¥vC17rCnon AN 27 2R/ 27 27 AN An 0o



/i USN  117CS71]17CS72|17CS73|17CS 743|175 754 |17CsL76| 1705L.77| 17C5P78 nggggu“gﬁ
5 |1KS17CS092| 40 40 40 40 40 40 40 89 42
86 [1KS17CS003| 36 | 37 | 35 36 32 39 37 88 | .

87 |1KS17CS094| 29 31 33 29 25 40 37 87

88 |1KS17CS095| 36 40 38 36 35 40 40 87 bt £
89 |1KS17CS096| 39 37 40 36 34 40 40 90 [ \o—
90 |1KS17CS097| 35 37 37 34 34 40 37 ga |\d5eM
91 [1KS17CS098| 27 35 35 33 35 40 37 84 h

92 |1KS17CS099| 35 34 34 33 31 40 40 84 :

93 [1KS17CS100{ 40 | 35 36 .| 36 34 40 40 93 &
94 |1KS17CS101] 40 38 40 36 36 a0 | 40 93 |[\}phan:
95 |1KS17CS102| 39 36 38 37 34 39 36 89 [Riy o
96 |1KS18CS401| 35 30 29 28 27 38 29 88  |knusdie M
| s [ | PA b | A AT |yl oo

* _values are either optional subjects’or the facul s not yet €ntered the marks

TN\~J I ar P o ->\
= HOD %iﬁh\ i PRINCIPAL \
Seal and Signature Seal and Signature
Head of the Department K.S. INSTITUTE oF e
t. of Computer Science & Engg. , CHNOLOGY
epK.%. Ins!i}tjute of Technology BENGALURY - 960 109

Bengaluru -560 109

-
rd



11:09:55 AM

- BRSO

MACHINE LEARNING
(17CS873)
Module - 1

y:
RAGHAVENDRACHAR §,
Assistant professor,

Dept of CSE,
KSIT,Bangalore.

wohei 8 Anslatont Frideani,
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What is Machine Learning ?

I

* Machine learning 1s an application of Artificial Intelligence
(A) that provides systems the ability to automatically learn
and improve from experience  without being explicitly
programmed. Machine Iearning focuses on the development of
computer programs that can access data and use it learn for
themselves

Mo Roghavandrachar 8, Assistant Prolessor
Dapd of C9E, KBIT

et WS Gihans ——————— ;w,//’:ﬂ‘
Introduction to Loams

P> o> 29

Ocdinary Machine
Systom With Al Learning \

Machine Learning
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M Ftaghavendiechar § | Avslstant Professor,

Dot of CSE, KBIT

- Classification of Machine LcaM

Machine
Learning

el

’ . A
Adyantages of Machine Learning =
i L““«——-—..__..,-——/
* Ensily identifies trends and patterns

» Machine Learning can review large volumes of data and
discover specific trends and patterns that would not be apparent
o humans

» For instance, for an e-commerce website like Amazon, it serves
1o understand the browsing behaviors and purchase histories of
its users o help cater to the right products, deals, and reminders
relevant to them. It uses the results to reveal relevant
advertisements to them

M Haghevendrechiar § | Aasislant Prolesso
Owpt of CBE. KBIT

® No human intervention needed (automation)

> With ML, you don’t need to babysit your project everv step of
the way. Since it means giving machines the ability 1o learn, it
lets them make predictions and also improve the algorithms on
their own,

> A common example of this is anti-virus software's. they leamn
to filter new threats as they are recognized. ML is also 2ood at
recognizing spam.

M Raghavendrachas § , Agsaient Professy,
Dopt of CSE. KSIT
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e Continuous Improvement s Handling multi-dimensional and multi-variety data

» Machine Learning algorithms are good at handling data that
are multi-dimensional and multi-variety, and they can do this in
dynamic or uncertain environments

» As ML algorithms gain experience, they keep improving in
accuracy and efficiency.

» This lets them make better decisions. Say you need to make a
weather forecast model

» As the amount of data you have keeps growing, your o Wide Applications
algorithms learn to make more accurate predictions faster.

> You could be an e-tailer or a healthcare provider and make ML
work for you. Where it does apply, it holds the capability to
help deliver a much more personal experience to customers
while also targeting the right customers.

M Raghavendrsohar S , Asshtant Professor, Mr Rag! S . Assistent
Dege of CSE, KSIT. Dept of CSE, KSIT.
MACHINE LEARNING |
[As per Choice Based Credit System (CBCS) schemse] |
o (Effective from the academic year 2017 - 2018)
= |~ SEMESTER - VII |
Subject Code 17CS73 1A Marks | 30 ]
Nunber of Lecture Hours Week 93 Exam Marks | 50
Total Number of Lecturs Howrs 50 Examn Hours | G3
CREDITS - 04
Module - 1 Teaching
Hours
Tntroduction: Well pu-\:d leanung problemx Designmg a Learmang systens 10 Hours
+ Perspective and Issues in Machine L
App”catlons Concept Learning: Concept learnug task. Concept learung as search, Funi-S
of algorithm. Version space, Candidate Elimination algorithm. Inductive Bins.
< 3 Text Bookl. Sections: 1.1 - 1.3, 2.1-2.5, 2.7
Machine learning e
Decision Tree Learning: Decision tree repre 10m. ApPprop bl tor | 10 Hours
Yirtual » decision tree learning, Basic decision tree | Igorith hypotbem sps:m
i, Personal’ in decision tree lenming. Inducnve bias in decisian tee learning. Issues in deviuon
ssistant tree leaming.
Text Bookl, Sections: 3.1-3.7
Module — 3
Arllndul ‘\ennl Networks: [niroduction, Neural Network representacon. 03 Hoars
. P . Backpropagation algorirhin.
Texl bonk 1, S«'tlons 4.1 -4 6
S , Assistant 3 M S . Assistant J
Depl of CSE, KSIT. Dept of CSE. KSIT.
| Modale - 1 EZR s -~
"Bayesd iwg Tmucduction, Bayes \becreul Bayes theorem and coucept | 10 Hours e S w [ ] i) R (
| learaing. ML wd LS emor nypolhﬁm ML for pledmg pvolnbnluus. MDL ! s oatk Eraemater B r;_'.“ Sacimarion, e Hina. e
L | psapie Xaive Baye: clascfier. Bay belief . EM slgontl " s th Machine Learning N .
| Text bk 1, Sertons: 6.1 - 6.6, 69, 6,11, 6.12 L e 11V Ak e A O At e e et gy
| Dod [ Module - §
[nhnllq Hypothode: Motvation, Estnuting hypotbesis sccurucy. Basics of | 12 Hours
| sampling fheoreu (Ml upgroach for 4 ¢ confidk intervals, Diffe n
‘crultuu A, ¢ leaming algonitha i
| Iwstance Based !.or-hp Lt bt L-nnnﬂ nesghbor Jesmuig. locally N
| weighied regrovam. radial bavys bution, caredbased reaoning {!
, Retal Learmug: litiode Lemung Tosk, Q Leaming 14
Text book 1, Sectlons: £.1-56, $.18.5,131-133 1 i
[ e Onicome o yag das cu;:wk‘ludrul\ will beable o 77:’-7‘ L]
t » Frcall the problec. {0 voaruse leanug Asd welect the eithec supervived. uuwpan\wu-l )
l o1 reunloscenset earnay \
»  Undearumd fheory of probabality and sustivics ielated to maclinie beamang !
o Disctrwe conceps Jearuing AN Bayes classifier, k nesrest neighboy, Q. .
'Int Books: - . \
Tom M. Mutchell,_Machine Leansig, India Ednv-; 2013, McGnan Hlll Pd\kalu n \ 1
mcmm Book: L&
1 Trevor Hasie, Pobert Tibluam, Jaouw Fredomn, L The Flowsats of Staustical 1
Leamog. 2od edation, spriviger «€1ies 10 $1AUMICS. ' }
3. Ethem Alpoydm. aroducion to machme leanmung. second edivon, MITpres. | \$ o e
S Regpmrache At P R \auiatand Professor.
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Applications of Machine Learning
// * Lsauing  recogniae spoken words.

fox y conwelring xpeakans, vocabularies,
mirophone charcieristics, h‘tp—l-ﬂ-t.!nﬂl-l-!ﬂq-hnmﬂdwhn—-
in many signal dnerprecation problems.
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methods have bota wod W Wain compaer-contrulied vehicies W sweer correctly
m&lvh‘mnvmdwumhnm ‘he ALVINN sy (Ienariesn 1999)
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Kigtrsyu smong othar cus. Simlar ve posaible i many

.mﬂnmmwm
methods have been applied 10 8 variery of large databases Lo beara peceral
cxample. decision wee learniog

1.

2.

e

o A handwriting recognition learning problem:

Task T: recognizing and classifying handwritten words
within images

Performance measure P: percent of words correctly
classified

Training experience E: a database of handwritten words
with given classifications

M Raghavendrachar S , Assistant Professor,
Depl of CSE, KSIT,

Sevenih Semeostsr B.E. Degrer Y.xamination, Der.2019/32w.2020
Machine Lesming

Tiowe 3 fun N

Nmr: dawesare any FIVE fial) owenttsars, o bvmivy O K foull guemiern from vock moduic,

== S
e Wi e o e by e poead e i Coplien b ks, 04 bt
L T L L T ooy
e T e R AT T R b icion

0y 1 ghe ez
oot e of o o il vhee mprly s ard

At e g ot (Neme Mnprmems o - o, Wareg s oy
gt i o e Moo

Fcirm of trewing seamoles = oh Fmpect ks The Eacps

() Wt e v bt s s 18 2 AR ¢ 5 U g s PR

4 5 Defow duiroe s Comtim the decwam e W oot e Ry M doan
Fomer e

BA A8 DA AC) wh A XO® M o Aty

Weien dw 1173 - et

Do dr yos remas by graws arl eraropry” o @ 10 9e0S by WAME (e e 1we e Mmekm

S , Assistant Professor,

Ex

Mr.
Dept of CSE, KSIT.

Well — Posed Learning Problems

o Definition: A computer program is said to learn from
experience E with respect to some class of tasks T and
performance measure P, if its performance at tasks in T, as
measured by P, improves with experience E.

o A checkers learning problem:

1. Task T: playing checkers

2. Performance measure P: percent of games won against
opponents

3. Training experience E: playing practice games against itself

Mr.Raghavendrachar.S , Assistant Professor,
Dept of CSE, KSIT.

® A robot driving learning problem:

1. Task T: driving on public four-lane highways using vision
Sensors

2. Performance measure P: average distance traveled before
an error (as judged by human overseer)

3. Training experience E: a sequence of images and steering
commands recorded while observing a human driver

M Raghavendrachar S . Assislant Professor,
Dept of CSE. KSIT
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. Designing a Learning System

e Choosing the Training Experience

e Choosing the Target Function

o Choosing a Representation for the Target Function
e Choosing a Function Approximation Algorithm

e The Final Design

M-Raghavendrachar.S . Assistant Professor,
Dept of CSE, KSIT.

/.f“'ﬂm-'%———— )

% A second important attribute of the training experience is the
degree to which the learner controls the sequence of training
examples.

o For example, the learner might rely on the teacher to select
informative board states and to provide the correct move for
each.

e Alternatively, the learner might itself propose board states that
it finds particularly confusing and ask the teacher for the
correct move.

e Learner may have complete control over both the board states

and (indirect) training classifications
.S , Assistant Professor,

"Choos
— il

™ e The type of training experience available can have a significant
impact on success or failure of the learner.

ng the Training Experience

e One key attribute is whether the training experience provides
direct or indirect feedback regarding the choices made by the
performance system.

e For example, in learning to play checkers, the system might
learn from direct training example consisting of individual
checkers board states and the correct move for each.

e Indirect information consisting of the move sequences and final
outcomes of various games played.

.S , Assistant Professor,

Mr Raghavendrachar.
Dept of CSE, KSIT.
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—% A third important attribute of the training experience is how
well it represents the distribution of examples over which the
final system performance P must be measured.

o In general, learning is most reliable when the training examples
follow a distribution similar to that of future test examples.

e In our checkers learning scenario, the performance metric P is
the percent of games the system wins in the world tournament.

e If its training experience E consists only of games played
against itself, there is an obvious danger that this training
experience might not be fully representative of the distribution

of situations over which it will later be tested.
Mr.Raghavendrachar.S , Assistant Prolessor.

M.
Degpt of CSE, KSIT.
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» To proceed with our design, let us decide that our system will
train by playing games against itself. This has the advantage
that no external trainer need be present, and it therefore allows
the system to generate as much training data as time permits.
We now have a fully specified leaning task.

® A checkers learning problem:
1. Task T: playing checkers

2. Performance measure P: percent of games won in the world
tournament

3. Training experience E: games played against itself

Mo Raghovendsaohar § , Assisiant Profesecr,
Oept of CSE, KT,

Dept of CSE, KSIT.

e In order to complete the design of the learning system, we must
now choose

1. the exact type of knowledge to be, learned
2. arepresentation for this target knowledge
3. alearning mechanism

M Rughavendcechar S Assistand Prolessor,
Oept of CSE, KSIT
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L~ "a The next design choioe 15 to determine exactly what type

Choosing the Target Function

PUNSR — . g

it

of knowledge will
be learnest and how this wall be used by the performance program

» For example, checkers-playing program that can generate the legal moves
from any board state. The program needs only to learn how to choose the
best move from among these legal moves

& This learnmg task s representative of a large class of tasks for which the
Togal moves that define some lage search space are known a priori, but for
which the best search strategy 18 not known

© Many optimization problems fall into this class, such as the problems of
schaduling and lling facturing pi where the available
manufsctuning steps are well understood, but the best strategy for
sequencing them 1s not.

S, Assistan! Profossor,

N
Dapt of CSE, KSIT.

S ¢
g ST

o we will find it useful to define one particular target function V
among the many that produce optimal play. As we shall see,
this will make it easier to design a training algorithm. Let us
therefore define the target value V(b) for an arbitrary board

state b in B, as follows:
if b is a final board state that is won, then V(b) = 100
if b is a final board state that is lost, then V(b) = -100
if b is a final board state that is drawn, then V(b) =0
if b is a not a final state in the game, then V(b) = V(b"), where
b' is the best final board state that can be achieved starting
from b and playing optimally until the end of the game
(assuming the opponent plays optimally, as well).

s w N

.8 , Assistant Prolessor,

11:11:34 AM
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e The function ChooseMove : B -> M (o indicate that this
function accepts as input any board from the set of legal board
states B and produces as output some move from the set of
legal moves M

e Throughout our discussion of machine learning we will find 1t
useful to reduce the problem of improving performance P at
task T to the problem of learning some particular target
function such as ChooseMove -

o The choice of the target function will therefore be a key design
choice.

S . Assislant Professcr.

M
Dept of CSE, KSIT

o

M Raghavendrachar.
Dwpt of CSE, KSIT.

T

/ e i _,./M

Partiad design of » checkers learning program:
o Task T phsying checkers
+ Pedormance measere P: percent of games won in the world toumament
» Trsining exporicuce E: games played sgainst itself
o Target function: ¥ :Board -+ R
» Target function representution
0 (b) = g + wya) + wpxy + Wity + wake + wiky b wekp

The first three fems sbirve comreapond b e specification of te lewning lask,
‘Mhﬂmmm@kd&pdﬂw[udthndamﬁmdda
rarning program.

“w“l Noaitied Fobunss

Lt of 5% wBIT

e
,_,)’We’;:::— choose a representation that the leamning program will use o
) describe the function v that it will learn.

for any given board state, the function V will be calculated as a linear
combination of the following board features

@ x;: the number of black picces on the board

@ x2: the number of red pieces on the board

@ x3: the number of black kings on the board

@ va: the number of red kings on the board

o xs: the number of black pieces threatened by red (i.e.. which can be caprured
on red’s next turm)

@ x¢: the number of red picces threatened by black

Thus, our ing program will rep V&) as a lincar funcuoa of e

form

V() = wp + wixy + W2tz + W30y + WeXs + W3Xs + Wess

where wy through wg are numerical coefficients, or weights, (© be chosen Dy the
learning algorithm. Learned values for the weights wy agh wy will x

value.
M Raghavendracher. S . Assisiant Projesscs.
Dept of CSE, KSIT.

Choosing a Representation for the Target Functios =

ion Approximatio

n
—
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In order to learn the target function ¥ we require 4 set of ruining examples, e
describing a specific board state b and (he wruining value Vg, (2! 1002 [n other
words, each training example is an ondered pair of the form (5§ ) R
instange, the following truning example describes a boand state » 10 which black
has wmmm(mn-om&mmwmmmmumgpmwm
for which the target function vahue Viega(8) is therefors +100

n=ln=0un=Lu=0xy =0, 15 =0), +100)

. =
Algorithar ™"

M Ragturrarmbion e §  Asainiavs Profeescs.
Oupt of C3E X9T
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__ Fstimating Training Values / o ——— //
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o According to our formulation of the Jearning problem, the only Despite the ambiguity inberent in estimaing training does for i i
training information available to our Jearner 15 whether the board states, one simph b has been found to be iingly ]
O e & i This gprosch i o sign e vaining valo o V(3 o any imemdiste b

game was eventually won or los
require training examples that assign spect

board states

fic scores to specific ate b 1o be V(Successor(h)), where V is the leamer’s correat approxinnation to
Vndms«ccwor(b)dmmn:nmbwdw!dbwhgbfmmdm
wm to move (ie., the board state following the program’s

is again the program’s
« While it is easy o assign a value to board states that move and the opponent’s response). This rule for estimating traming values can
correspond to the end of the game, it is less obvious how to be summarized 2
assign training values to the more numerous intermediate board
states that occur before the game's end Rale for estimating traiuing valees.

V,galb) « V(Successor())

e Paghamcdrackan 3 Sesiatart Priescr
Ot of CSE_ ¥3IT

e Ragravendrachan § | hanaciaet Professc.
Gt of CSE. VBT
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Adjusting The Weights /
e Several algorithms are known for finding weights of a linear
function that minimize E.
Al that remains is to specify the Jearning algorithm for choosing the weights w; to
bﬁfnﬂ'uaofnﬁinganpb{(b,V,,*(b))}.Aszﬁmgq)nmdeﬁnc . .
what we mezn by the best fir to the traiing data. One b is o Om?::hr:]lionﬂunxscalledthelmstmmsquares,orLMS
defie the best hypothesis, or set of weights, as that which minimizes the squared g
error E betweea the training values and the valoes predicied by the hypothesis V.
P o For each observed training example it adjusts the weights a
E= r (Vimie(®) = VIB) small amount in the direction that reduces the error on this
B Klile vaising ol training example.
L‘mm S anatant Prokesscr. de-m S Assmtart Professor. 4‘
L ——— = The Final Design =]
// ‘“\____,_.-/ mumdmwmm;uwhm{;nw
’,d.rmna that the central components n many lcarmag
systems. These four modules, summarized in Figure . arc as follows:

LMS weight update rule.
For each training example b, Vi ua(b))

o Use the cumen weights 1o cakeulae §(5)
o For each wesght w,, epdate it &
© 0,41 (Voulb) - V(b)) 1,

Heze y 18 2 small constant (e.g , 0,1) that moderates the size of the weight update.
. P siyid Wﬂl

zmmmhmmwmmwmm
P e e1or (V,,ua(h) ~ V() is 26, 50 weights are changed. When
Vuuath) = V(b)) is positive (iz., when V(b) is 100 low). then each weight is
wncrezied in proportion 1o the vabue of its corresponding feature. This will rai
lh:vaizd"(b),rn&m’nghma.m - This will e

FIGURE
o Papanmmticton B Flaal design of the checkers leaming program.
Owt o CBE. vy A Rghavardracher §  Aasatant Professor
gt of CSE_ X7
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n Performance System ___,_/-" N L-N_Enti_ i
= T o - -

e The Performance System is the module that must solve the The Critic takes as input the history or trace of the game and produces as
given performance task, in this case playing checkers, by using output a set of training examples of the target function. As shown in the
the learned target function(s). It takes an instance of a new diagram, each training example in this case corresponds to some game state
problem (new game) as input and produces a trace of s in the trace, along with an estimate V4, of the target function value for this
solution (game history) as output example. In our example, the Critic corresponds 1o the training rule given

by Equation

« In our case, the strategy used by the Performance System to
select its next move n’t‘cnch step is dc(cnnmgd by the learned p Vi (b) «— V(Successor(b))
cvaluation function. Therefore, we expect its performance to
improve as this evaluation function becomes increasingly

accurate.
aghavendiacher .or, Raghavendracher S , Assistan! Prolessor.
Dopt & CAE, KBIT - Asont o Dopt ol CSE, KT
o Generalizer Lt — Experiment Generator o
/——-"’”«_ﬂ - -‘\ﬁ — i o
- . . - [~ e The Experiment Generator takes as input the current hypothesis
e The Generalizer takes as input the training examples and (currently leamed function) and outputs a new problem
produces an output hypothesis that is its estimate of the target (i.e., initial board state) for the Performance System to explore
function.

o Its role is to pick new practice problems that will maximize the

o It pgeneralizes from the specific training examples, learning rate of the overall system.

hypothesizing a general function that covers these examples

and other cases beyond the training examples. )
® In our example, the Experiment Generator follows a very

simple strategy: It always proposes the same initial game board

® In our example, the Generalizer corresponds to the LMS {0 begin a new game.

algorithm, and the output hypothesis is the function ¥ described
by the learned weightswo. ..., we. - . . .
® More sophisticated strategies could involve creating board

positions designed to explore particular regions of the state

space.
M Raghavendrachar 8 , Assisiant Professor, MrRaghavendrachar S , Assistant Projessor,
Dept of CSE, KSIT. Dept of CSE, KSIT.

" ® The seq of design choices made for_the checkers pmwgfﬁ;ﬁ'
summagizedin Pigore s ———mo e

2T

—
o traniag taperions ) ¢ These design choices have constrained the leaming task in a
- ~~ e ——— S
- y-.-—-// i v.:..\\,'\""'.tif‘.'.'“‘ number of ways.
o

® Furthermore, we have constrained this evaluation function to
depend on only the six specific board features provided

® If the true target function V can indeed be represented by a
—— . linear combination of these particular features, then our
Ligeew funetion  Arifivial meurnl program has a good chance to learn it. If not, then the best we
can hope for is that it will leam a good approximanon, since a
program can certainly never leam anything that it cannot at

- . least represent.
[Cogimied esign
My Ragparordontiar 0 Avaltiant Pridessor .
Dwpt o COE, KT m;:ﬂ‘;‘li . Asamiant Probessay,
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Perspectives And Issués In Machine Learni
rerspectives Anc Le

/’

e One useful perspective on machine learning is that it involves
searching a very large space of possible hypotheses to
determine one that best fits the observed data and any prior

knowledge held by the learner.

——

e The LMS algorithm for fitting weights achieves this goal by
iteratively tuning the weights, adding a correction to each
weight each time the hypothesized evaluation function predicts
a value that differs from the training value.

M. .3, Assistant Prolessor,
Dept of CSE, KSIT.
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best for which types of problems and representations?

How much training data is sufficient? What general bounds can be found
to relate the confidence in leamed hypotheses to the amount of training

experience and the character of the learner's hypothesis space?

When and how can prior knowledge held by the learner guide the process
of generalizing from examples? Can prior knowledge be helpful even when

it is only approximately correct?

What is the best strategy for choosing a useful next training experience, and
how does the choice of this strategy alter the complexity of the leaming

problem?

What is the best way o reduce the lcaming task to one or more function
approximation problems? Put another way, what specific functions should

the system attempt to leam? Can this process itself be automated?

How can the leamer automatically alter its representation to improve its

ability to represent and learn the target function?

MR S . Assistant Professor,
Dept of CSE. KSIT.

< in Machine Learning A

What algorid;r;s exist for learning general target fm?ctiom from specific
training examples? In what settings will particular algpmhms converge 1o the
desired function, given sufficient training data? Which algorithms perform

772

® Inducing general functions from specific training examples is a
main issue of machine learning.

¢ Concept Learning — a learning task in which a human or
machine learner is trained to classify objects by being shown a
set of example objects along with their class labels.

® The Learner simplifies what has been observed by considering
it in the form of an example.

 Concept Learning — also known as category learning, concept
attainment and concept formation.

* Concept Learning : Acquiring the definition of a general
category from given sample of positive and negative training
examples of the category.

|~

/Enrmaﬂ)eﬁiﬁﬁdif@_gn_cept Learnj

¢ Inferring a boolean-valued function from training examples of
its input and output.

® An example for concept — learning is the learning of bird
concept from the given examples of birds ( positive examples)
and non — birds (negative examples).

® Each concept is a Boolean — Valued function defined over this
larger set. [Example : a function defined over all animals
whose value is true for birds and false for every other animal.]

Mr.Raghavendrachar.S , Assistant Professor,
Dept of CSE, KSIT.

Mr Raghavendracher.§ , Assistant Professor,
Dept of CSE, KSIT.
: - -AConcept Learning Task
Example Sty AifTemp Humidity Wind Water Forecast EnjoySpont
1 Suany Warm  Nommal Strong Warm  Same Yes
2 Sumy Warm High  Swong Warm  Same Yes
i Rainy  Cold High  Stong Warm Change  No
Sumny  Wam High  Swong Cool  Change Yes
TABLE

Positive and negative training examples for the target concept EnjoySport,

M Raghavendracher S , Asslatant Professor,
Dopt of CSE, KSIT, B .

e consider the example task of learning the target concept "days
on which my friend Aldo enjoys his favorite water sport.*

* The previous slide table describes a set of example days, each
represented by a set of attributes.

¢ The attribute Enjoy Sport indicates whether or not Aldo enjoys
his favorite water sport on this day.

® The task is to learn to predict the value of EnjoySport for an
arbitrary day, based on the values of its other attributes.

Mr.Raghavendrachar.S , Assisiant Professor,
Dept of CSE, KSIT.
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— L — 'o/l;; particular, let each hypothesis be a vector of six constrants,
specifying the values of the six attributes Sky, Airfemp,
Humidity, Wind, Water, and Forecast. For each attribute, the
» What hypothesis representation shall we provide to the learner hypothesis will either

in this case” . s .
o indicate by a “7” that any value is acceptable for this attribute,
o specify a single required value (e.g., Warm) for the attribute, or
o indicate by a “#/” that no value is acceptable.
If some instance 7 satisfies all the constraints of hypothesis h, then h clas-
sifies x a3 a positive example (h(x) = 1). To illostrate, the hypothesis that Aldo

instance attributes
enjoys his favorite sport only on cold days with high bumidity (independent of
the vatues of the other attributes) is represented by the expression

(2,Cold, High,”.%.

e Let us begin by considering a simple representation in which
each hypothesis consists of a conjunction of constraints on the

e P 3 | Sasesioed Ve Pargveciewhan § | hantart Prokosass,
Do oA CSE, YT,

007777y, 7

— o

e ————
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o Give: >
e To summarize, the EnjoySport concept leaming task requires o Instances X: Possible days. each described by the attributes
learnin e i i = o Sky (with postible valoes Sunny, Claudy, ad Rainy),
]. g th -SCI of days ijl' ‘YhICh En"oysport yes, o AirTemp (with valucs Warm and Cdld),
describing this set by a conjunction of constraints over the o Humidity (with values Hormal 4 High).
instance attributes. o Wind (with values Strong and Weak).
o Water (wi!hvaha!r’aruxﬂfvd).nd

o Porecast (with values Same und Change).
» Hypoth H:M‘,,"kww:w@aimo(mmmmm;

o In general, any concept learning task can be described by the o ind, Water ad P e e %
set of mstances over which thg target function is deﬁned, the "(:‘:z’ém ')f -rii’.,' “;:.i’ :;’& )‘:a:u';nk cvc::-zmumhe ,
target function, the set of candidate hypotheses considered by « Target concept - EnjaySport : X —+ {0, 1}

oTn’niuumpluD:Mundnpﬁveunphduupm

the learner, and the set of available training examples.
o Defermine:

. Ahypod:esishinllmchﬂubu)uc(;)louﬂxhx.

TABLE
The EnjoySport concept leaming task.

S , Assastard

S | hasistart 3
Dept of CSE, KSIT.

IﬂdndM“i‘_‘g_ﬂypothesi_s/,./’fﬁﬁ

[ anlann‘ngdlewwcacqx.themisprcscmédawoflmzhiag R . : .
. . g Inductive learning algorithms can at best tee that the
amg)lzx.whamtmgofmmmexfmnx.:bn with s target concept ng alg guaran
£ output hypothesis fits the target concept over the training data.

vale (1) (e.g., the training examples in Table ). Instances for which ¢(x) =1 ! . ‘ \
are called positive examples, or membets of the target concept. Instances for which Lacking any further information, our assumption s that the
) = 0 are called negasive examples, o nonmembers of the target concept. best hypothesis regarding unseen instances is the hypothesis

We will often writc the ordered pair (x, c(x)) W describe the (raining example that best fits the observed training data.
copsisting of the Instance x ux!hswwwnooptvd»ccu).Wcmw.xymbol
D 10 Genoke the set of available training examples. . . . A
e The inductive learning hypothesis : Any hypothesis found to

Givmamdminingeumpladlbemgﬂaxmc.d:pmbkmfmd ¢ .
by the learner is 10 hypothesize, of estimate, ¢. We use the symbol H 1o denote approximate the target function well over a sufficiently large
the w2 of all possible hypotheses that the leamer may consider regarding the set of training examples will also approximate the target
ety of the targer concept, Usnally H is determined by the human designer’s function well over other unobserved examples.
choice of hrypothesis representation. In general, cach hypothesis k in H represcnts
2 bovlean-valued function defined over X that is, k - X — {0, 1). The goal of the
Jearner is 10 find a hypothesis h such that fi(x) = c(x) for a'l x in X.

5 . Asssslent Proisescs,

8 Ausiant Prifossd, WMo Raghavendischa
Degt of CSE. ST

WA i e s et
Ot of COE, VBT
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| . -»~Tonsider, for example, the instances X and hypotheses H in the EnjoySport
e Concept leaming can be viewed as the task of searching learning task. Given that the attribute Sky has three possible values, and that
AirTemp, Humidity, Wind, Water, and Forecast each have two possible
values, the instance space X contains exactly 3*2%2*2*2*%2 = 96 distinct

through a large space of hypotheses implicitly defined by the

hypothesis representation.
Ypo P instances

e The goal of this search is to find the hypothesis that best fits the o A similar calculation shows that there are S5%4*4%424*4 = 5120
training examples. syntactically distinct hypotheses within H.

e every hypothesis containing one or more g~ symbols represents the empty
set of instances. that 1s, it classifies every instance as negatnve Therefore,
the number of semanucally distmct hypotheses s only

1+ (423%3%3%3*3)=973.

e It is important to note that by selecting a hypothesis
representation, the designer of the learning algorithm implicitly
defines the space of all hypotheses that the program can ever

represent and therefore can ever leamn.

e Our EnjoySport example 1s a very simple learming task, with 2 relatively
small, finite hypothesis space. Most practical leamning tasks mvche much
larger, sometimes infinite, hypothesis spaces

S | Assistent " S . Assistant Professor. J
Deet of CSE. KSIT

Dept of CSE, KSIT.

rdering of Hypoth
|~ e . .,’/
e To illustrate the general-to-specific ordering, consider the two o Now consider the sets of instances that are classified positve
hypoth by hl and by h2.

e Because h2 imposes fewer constramis on the ms@ancs. it
classifies more instances as positive.

hy = (Sunny, 7,2, Strong,,?)
o In fact, any instance classified positive by hl will also be

= 2999
hy = (Sunny, 2. 2.2.3,%) classified positive by h2.

|
o Therefore, we say that h2 is more general than hi. |
:‘m.s.wm‘ ;‘.d&@ S Asmmtan Protessa:. |
ISR RN W SRk /‘(’ﬁ’;‘f&‘ S W_i — “-*‘-—\m-__d—-/{ﬁ”ﬁ
e ——— T e o= {
// "// i}
mmnw“mcgmdm“rdaﬁmﬁipwmhypmuml?e ‘
deﬁndmcmdsdyasfolhnﬁmt.fanyinsﬁm:thdhypodxﬁ |¢
hhH,mnnyuﬁgiuhifundodyifh(:):l.Wemdeﬁne o . S |

more_general shan.or £qual 1o relation in terms of the sets of instances that sat- We will also find it useful ”W‘ﬁ'::: ";;'&:fm:‘m Sy
isfy the two hypotheses: Given bypotheses h; and hy, h; is more_general than.or.- geocral thaa the other. ““:‘:‘;“s" “ ’ . "L - I
. - « 0 : . m " .)" 0 ] 7 > A . M.~ i

muboh.ddaﬁyﬁmymmmmsﬁuh.ﬂmmsﬁesh,. ¢ (o ﬁﬂ.;\!‘::lmﬁindﬁi‘wﬁl(:m-im‘&-‘h*

i general sz k.

Definiion: Lt ; 1nd A, be boolean-vatued functions defined over X. Thea A, is ot binaun, ;
mmimwh.(vﬁmh,z,h.)ihdodﬂ l"
Vx € D) =) = R =1D) !
{
S Asssman Prolessd. ;
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<= <Sawy, Warm. High, Strong, Cond, Samd >
ll-M"!WUﬂl'nb-o

hym <Sammy, 7,7, Stroay. 1, 7>
o <Swwy. 7.0,2.2,7>
by hmey 1,2, 7.Cool >

FIGURE

Instances. hypotheses, and the more_general than relation. The box oa the left represeats the set X
of all instances, the box on the right the st H of ail Each bypothesi sponds t
some subsct of X —the subsct of instances that it classifies positive. The arrows connecting hrypotheses
represent the more_general Jban relation, with the arrow pointing toward the less general hypothesis.
Note the subset of i i2d by hy the subset ized by Ay, hence hy
is more_general_than hy.

N /1

T — o e
- /'l‘lo‘ﬂlﬁu(.mw these definitions, consider the three hypotheses hy, 4;. and
hy from our EnjoySport example, shown in Figure How are these three
hypotheses related by the >, relation? As noted earlier, hypothesis h; is more
general than h; becausc every instance that satisfies 4y also satisfics /2. Simi-
larly, #; is more general than k3. Note that neither hy nor hy is more general
than the other; although the instances satisfied by these two hypothescs intersect,
neither set subsumes the other. Notice also that the >, and >, relations are de-
fined independent of the target concept. They depend only on which instances
satisfy the two hypotheses and not on the classification of those instances accord-
ing to the target concept. Formally, the >, relation defines a partial order over
the hypothesis space H (the relation is reflexive, antisymmetric, and transitive).
Informally, when we say the structure is a partial (as opposed to total) order, we
mean there may be pairs of hypotheses such as hy and k3, such that k) ¥, 3 and
hy ?:, hy.

The >, relation is important because it provides a useful structure over the
hypothesis space H for any concept leaming problem. The following sections
present concept learning algorithms that take advantage of this partial order to
efficiently organize the search for hypotheses that fit the training data.

M. S , Assistant Professor, Mr Raghavendrachar.S . Assistant Professor,
Degt of CSE, KSIT, Dept of CSE, KSIT.
R e f . | R //;—
/f!llgﬂﬁ._Flndlng, ximally Specific Hypothesis™ o _— . I
|

|

1, Initialize h to the most specific hypothesis in H
2 For each positive training instance 1
o For cach attribote constraint g; in k

Exampe Sty  AirTemp  Humidity ~ Wind Water  Forecast  EnjoySport

Sunnpy Warm  Normal Stong Wam  Same Yes

To illustrate this algorithm, assume the leamner is given the sequence of
training examples from Table . for the EnjoySport task. The first step of Finp-
S is (o initialize A to the most specific hypothesis in H

h« (9,0,0.08,9,0)
Upon obscrving the first training example from Table , which happens o be a
positive example, it becomes clear that our hypothesis is too specific. In particular,
none of the “A” constraints in k are satisfied by this example. so each is replaced
by the next more general constraint that fits the example; namely, the attribute
values for this training example.

h « (Sunny, Warm, Normal, Strong, Warm, Same)

M .S . Assmstant Prolessor,
Dept of CSE, KSIT.

R |
mm'“m"" 2 Sumy Wam  High Stong Wam Same  Yes
Else replace o; in h by the next more geacral constraint that is satisfied by x 3 Rainy  Cold High  Strong Warm Change No
3. Output bypotesis 4 Sumny  Wam High  Strong Cool  Change Yes
TABLE TABLE
Fivo-S Algorithm. Positive and negative training examples for the target concept EnjoySport.
:ums . Assigtant Prolessor. :ﬂm.s . Assistant Professor,
S 5 > /: Next, the second training|
mm—— - e example (also positive in this case) forces the algorithm to further generalize A,
= this ime substituting a 7" in place of any attribute value in h that is not satisfied

by the new example. The refined hypothesis in this case is
h + (Sunny, Warm,?. Strong. Warm, Same)

Upon encountering the third training example—in this case a negative exam-
ple—the algorithm makes no change to A. In fact, the Finp-$ algorithm simply
ignores every negative example!

To complete our trace of PIND-S, the fourth (positive) example leads to a
further generalization of &

h « {Sunny, Warm, 7, Strong,?, ?)

The FiND-S algorithm illustrates one way in which the more_general than
partial ordering can be used to organize the search for an acceptable hypothe-
sis. The search moves from hypothesis to hypothesis, scarching from the most
specific to progressively more general hypotheses along one chain of the partial
ordering.

MrRaghsvendrachar S , Assistant Professor,
Depl of CSE, KSIT.
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VICURRE
he hypothesis space search performed by FING-S. The search beglan (hg) with the most specific

Nypesthoais tn M, ihen considers bncreasingly geneeal hypeibesos () thaough hy) s mandated by the
radnbny oxmmples. I (ke instance space diagram, posltive wralning examples are denoted by “4,"
negative by " and Inatances that have not been presented as tralning exumples are donoted by a

sl elrcle

M Raghavendiache: B , Assistent Professor,
Dept of CSE, KBIT
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e Aro the training exumples consistent? In most practical leurning problems
there is some chance that the training examples will contain at least some
errors or noise. Such inconsistent sets of training examples can severely
mislead FIND-S, given the fact that it ignores negative examples. We would
prefer on algorithm that could at least detoct when the training data is in-
consistent and, preferably, accommodate such errors.

What if thero are several maximally specific consistent hypotheses? In the
hypothesis language H for tho EnjoySport task, there is always a unique,
mwst specific hypothesis consistont with any set of positive examples. How-
over, for other hypothesis spaces (discussed Inter) there can be several maxi-
mally specific hypotheses consistent with the data. In this case, FIND-S must
be extended to allow it to backtruck on its choices of how to generalize the
hypothesis, to accommodate the possibility that the target concept lies along
u different branch of the partial ordering than the branch it has selected. Fur-
thermore, we can define hypothesis spaces for which there is no maximally
specific consistent hypothesis, although this is more of a theorctical issue

than » practical one

.

her.8 , Assistunt Projessor,

Issues in Find — S Algorithm i
e P e e — - ,,,..,«»/

o Has the learner converged to the correct target concept? Although Finp-S
will find a hypothesis consistent with the training data, it has no way to
determine whether it has found the only hypothesis in H consistent with
the data (i.c., the correct target concept), or whether there are many other
consistent hypotheses as well. We would prefer a leaming algorithm that
could determine whether it had converged and, if not, at least characterize

its uncertainty regarding the true identity of the target concept.

o Why prefer the most specific hypothesis? In case there are multiple hypothe-
ses consistent with the training examples, FinD-S will find the most specific.
It is unclear whether we should prefer this hypothesis over, say, the most
general, or some other hypothesis of intermediate generality.

Mr Raghavendracher.G . Assistant Professor,
Dept of CSE, KSIT.

Version Spaces and The Candidate-climination=="" |
s e
— Algorithm

e The CANDIDATE-ELIMINATION algorithm, that addresses
several of the limitations of FIND-S.

L

© Notice that although FIND-S outputs a hypothesis from H, that
is consistent with the training examples, this is just one of
many hypotheses from H that might fit the training data equally
well.

e The key idea in the CANDIDATE-ELIMINATION algorithm
is to output a description of the set of all hypotheses consistent
with the training examples.

Mr.Raghavendrechar S , Assistant Professor,
Dopt of CSE, KSIT.

M. Raghavendract
Dept of CSE, KSIT,

/wz. —— resentation \ L

The Canpiwoars-ELsanaron algorithun finds all describable hypotheses that are
consistent with the observed training examples. [n order to define this algorithm
precisely, we begin with a few basic definitions. Iirst, let us say that a hypothesis
is consi, with the training ex los if it correctly classifics these examples.

Definision: A hypothesis k Is conslstent with a sot of waining examples D if und
only if A(x) = c(x) for each example (x,c(x)) in D.

Consistent(h, D) wm (V(x. c(x)) € D) h(x) = c(x)

An example x is said to sarisfy hypothesis h when h(x) = 1,
regardless of whether x is a positive or negative example of the targetl concept.
However, whether sach an cxample is consi. with & depends on the wrget
concept, and in particular, whether h(x) = c(x).

The CANDIDATE-ELIMINATION ulgorithm represems the set of all hypotheses
coosistent with the observed Lraining examples. This subset of all hypotheses i¢
called the version space with respect 10 the hypothesis space H and the training
exsmples D, because it contains all plausible versions of the larget concept,

M Raghavendracher.$ , Assistant Profexsor,

e
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Definition: The version space, denoled V Sy, with respect to hyw@is space H
and training examples D, is the subset of hypotheses from H consistent with the

training examples in D.
VSu.p = [h € H|Cousistent(h, D))

S . Assislant Professor.

Dept of CSE, KSIT,

Mr Raghavendrachar.
Dept of CSE, KSIT




The LIST-THEN-ELIMINATE Algorithm_—"" . e R . AP i
et —— e = e /,..;v- )
L " e The LIST-THEN-ELIMINATE Algorithm first imitializes the
version space to contain all hypotheses in H, then climinates
Last-TrEn-E Algorichm any hypothesis found inconsistent with any training ¢xample
The Lis-THEN-ELIMINATE
L VarsiuSpace 8l comaiingevcy by el e The version space of candidate hypotheses thus shrinks as
2. For each traing example, {x,(x) more examples are observed, until ideally just one hypothesis
remove from VersionSpace any hypothesis h for which (x) # c(x) remains that is consistent with all the observed examples.
3. Output the list of hypotheses in VersionSpace
* The LIST-THEN-ELIMINATE Algorithm it is guaranteed to
outputall hypotheses consistent with the training data.
The LisT-THEN-ELIMINATE algorithm.
'r:.uucu.m * ' o”.pucu,nrr b

O g o ) ’ »
_AMere Compact Representation for Vmbofs/pa/c{ s IM"'"' Bomd Suo. b >']

‘\.\
¢ The CANDIDATE-ELIMINATION Algorithm works on the /I \’\
same principle as the above LIST-THEN-ELIMINATE I ~~
Algorithm, <Sunny, 2,1, Strong, 1,75 <Sunny, Warm, 2, 1,7, % <2, Warm, 7, Strong, %, 7>

® The version space is represented by its most general and lcast \ / \ /
general members.

6.[ | <Swmy, 2,7.2,2, 1>, <2, Warm, 2, 1, 2, ?>)J

® These members form general and specific boundary sets that
delimit the version space within the partially ordered FIGURE
hypothesis space. A version space with its general and specific boundary sets. The version space includes all six
hypotheses shown here, but can be represented more simply by § and G. Arrows indicale instances
of the moregeneral shan relation. This is the version space for the EnjoySport concept learning

problem and training examples described in Table
::mdcu.m 3 . Assiatant Profesecr, :uwn"r‘:'-‘“""'"“"‘"-
! i P

~ To illustrate this representation for version spaces, consider again the En- — T —— e
JoySport concept learing problem described in Table . Recall that given the il
four training examples from Table , Finp-S outputs the hypothesis

h = (Sunny, Warm. 7, Strong. 1,7 Dtﬁllldou. : The general boundary G, with respect 1o hypotheais space /f and trainin
hrmuﬁ“sjmomorsudm o r i dauD,uu\ewtofmuinuuyxm:ralmembmo!llcomiswmwithI). s

) eren! Tom s ’ J
mmuz&u?mng . . ]:[u i hy ypothesesm Sown i ﬁg:,: cmsn.;:; G = (g € H|Consistenr(g, D) A (3 e H)((g >, §) A Consistent(g, D)])
e 1 Version space relative to this set of data and this hypothesis repre- Deflaition: The specific boundary §, with pothes i

“ﬂmmmmmmgllmesixhypmhuuinﬁgum indicate instances mo,hhmdnwyﬁ:m;i:ioam‘zgmymn::bg:n:;‘?
of the more_general 1han relation. The CANDIDATE-ELIMINATION algorithm rep- consistent with D,
Tesents the version space by storing only its most
. ! gencral members S (s € HiConsi : > ', D)
g Flgun )'m mm ‘pwiﬁc ( ot g ﬁgum)‘ Givmm s IConzsistent(s, D) A (-3¢ @ (s >, &) A Consistent (s D))
MOsetsStndG.n!spossiblelocnumemallmembmof!hevmionspm
asmedcdbyg.mgﬂuhypmhesesdmliebuwecnﬂwtwoseuinl}w
general-to-specific partial ordering over hypotheses,

:ﬂm.s  Asslstant Piotesasr,

M Ragturvendinciver. O , Assisiant Profesecs
Oepl of CBE, KBIT, ’




Theorem 2.1. vmwwh-m
dmmmnu.mdhﬂmxﬁwwwmlln

e X =+ [0 1) be an arhimany tarpel Aofined over ¥, aod ke D b an

ooeoepd
uﬁnuymdwuniquuwhm.mm Pow all X K., wnd D vocky that § and

G sre well defimed.
Ve p = b€ NI e Ddge Orpryhe, o)

M~Wmhmn.m~mm~mmemhmn!r.tm-
hné&d\hnhwnnmknhh\'s,,md\m memdey of V8, 4
saishes the rght hand aade of the expemecion To show (1) 1ot g be an arbitrary
macmmbes of G -hmm-md\\.ndhh-m‘m'{n,
wach it ¢ >, &k 2,0 Them by the delimition of § 1 st be watisfied by all positive
exnmpies i 0 Recome & >, ¢ A et alen he sativhied by all pocitive examphat in
D Sty v the defininow of 5 cnnnen be saniefied by sny negative sxample
@ O and hecwume >, bk cwant be mtnfied by ay oegstive cxample m D
Revpsse 1 swishiad ™y all pomitive exmples 8 0 and by no negative examples
u{‘.ihnmu&nmthw‘\“lnlmunh:dl’.\’n» Thit proves
g | 1) mwhu?m.umwamt Tt can he proven by assuming
worme & i ) Sy e Aoee nox menwd\ the right-hand side of the expression, then
showing thar thes breds 10 s moORsiONCY

W Magresentn e ¢ Apmiatey Prdeeso
] T w OO

el O w 8w o maxiewlly penera) hypotheses in M
{ bmiaioe | e e of maxamalhy specific hypotheses ia M
| Fer oach tmeay casmple ¢, do
- s ¥4 v posiwe commple
i s Reowowr from G wmy bypothesis mconsistest with d
| « For exch hypodesia 5 in § Gl b nol consistent with ¢ .
+ Ramowe ; from S
+ Add 0 J alf nunimal generalizations A of 1 such that
{ « & & comsisent with 4, and some member of G is more general than &
+ Remove from § any hypothosis that i3 sore gencral than anothes hypothesis in §
.« ¥4 2 speive cuampie
{ v Ramow (om § wmy hypothesis inconsistent with d
\ « Far each bypathess ¢ in G that is not concistent with d
+ Remove y from G
« Add w G ol minimal specializations k of ¢ such that
* & u comistent with 4. and some member of § is more specific than A
+ Remowr from G amy hypothesis that is less peocral than another hypothesis i G

Tamx
| e T-ELMGwATION slgonthm ssing versios spaces. Notice the duality w bow positive and
gt cLampie: sifiwence 5 and G
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CANDIDATE-ELIVIINATION Learning Algasitii

e Caspmats-Frmmnaion algosithm computes the version space containing
Tnh":uhwchvmﬂdmmmmlmﬂ(hmquwduumn'
1amples nbemby‘dﬁlllmm:mmmmdsfuohﬂbypmm
s M. that fe. by initlalizing the G boundary set o contain the most general
ypothesis in M

LN

Gy« [(7.7.2.7,7, %}

G o (B AAAAN

e two boundsry sets delimit the enfire hypothesis space, hecause cvery other
ypothesis in M ia both mors genersl than S and mare specific than Gy Ay
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e The CANDIDATE-ELIMINAT 10N

_ INDUCTIVE BIAS .

Algorithm  will

converge toward the true target concept provided it is given
accurate training examples and proy ided its mitial hypothesis

space contains the target concepl

What if the target conoept 1s not contained 1 the hypothesis
space? Can we avoid this difficulty by using o hypothesis space
that mcludes every possible hy pothesis? How does the size of
this hypothesis space mfluence the ability of the algorithm to
generalize to unohserved instances? How does the size of the
hypothesis space mfluence the number of training examples
fhat must be observad? These are fundamental questions for
inductive inference n general

A Raghavendracha: § . Assiaiani Professor,
Dt of CSE. XSIT

-~

o Suppose we wish to assure that the hypothesi

A Biased Hypothesis Spaceﬂ‘//

-

s space contains

the unknown target concept

» The ohvious solution 18 10 enrich the hypothesis space to
include every possible hypothesis.

lo illustrate, consider again the Enjoy Sport example in
which we restricted the hypothesis space to include only
conjunctions of attribute values

Because of this restriction, the hypothesis space 15 unable to
represent even simple disjunctive target concepts such as
"Sky = Sunny or Sky = Cloudy."

Mr Raghavendrachar §  Assistunt Orodesans
Dept of CSE_ KSIT

- - .. ) "{n";‘
In fact, given the following three training examples of this disjunctive hypod‘;is,

m;lguithmwouldﬁndt}mmutmzcmhypothminlhemsionspacc,

b~
Example Sty AirTewp  Humidity ~ Wind ~ Water  Forecast EnjoySport
1 Semy  Wam Normal  Stong  Cool  Change Yes
2 Cloady Warm  Noomal Swong  Cool  Change Yes
3 Ramy Wam  Normal Swong Cool  Change No

Toaev)hyﬂmmnohypo(heocsoonsislen(wilhdwsethmenmples.
nhthnﬁnmdspeciﬁchypoﬂluhcmsiﬁentwidlmeﬁmtwoemlplcsand
mmmﬂehﬁegimhypothesi:;paccﬂis

|~

In the EnjoySport leaming task, for example, the size of the insiapce space

Xofdxysdm’bedbythsixavnihbkuuﬂ:mis%.ﬂwmnygﬁit
Munbedeﬁnedmthissaofimm?lnm'uds.bwhrgea
thcpowusdofX?[ngmLﬂnnnmbuofdisﬁnﬁsnMﬂﬂwbedaim |
uvu‘uetXcontainingIX]elemaltsﬁ.e..thcsiuofdrpowudehs:‘ |
Thus, there are 2%, or approximately 10?* distinct target concepts that could be

R L eF Leatucr ol ___a™ |

|

|
|

$: (1, Warm, Normal, Strong, Cool, Change)

This hypothesis, altbough it is the maximally specific hypothesis from H that is
comsistent with the first two examples, is already overly general: it incorrectly
covers the third (negative) training example. The problem is that we have biased
the learner to consider only conjunctive hypotheses. In this case we require a more
Mr Raghevendrachar.S , Assistant Professor,
Dept of CSE, KSIT.

defined over this instance space and that our lcamer might be called upon 10 earm.

Mr Raghavendracher S . Asasstant Professce.
Dept of CSE, KSIT

]

- Let ws selonmiste the EnjoySport learning task in an unbinsed way by
MAMWWH'MWWWWMOIW;
hm!:"’ewmdwmepwlaudx.%wtymdeﬂmnrhmIl‘lsv.o

y disj junctions, and negations of our earlier hypotheses.
Fuyma.uwyuum’& = Sunny or Sky = Cloudy” could then be
described »

e — e a——
o

(Sunny, 1,17, v (Cloudy, 1,17, 1. 7

Grven Qs biypothosis space, we can safely use the CANDIDATE-ELIMINATION
algorthm vxhult w:rykn tht the Laget concept might pot be expressible. How-
cver, while hl P e clstinaies uoy probloms of expresability, it up-
fonusately raises a ww, cqually difficult problem: our concopt leming algornitha
is oo compleiely unable W penerdize boyond the otnerved exmnples! To see
why, vuppose we prosent e positive examples (1), £3.4)) aid Iwo pegative ox-
mw.:;) 10 the bearner, Al this point, the § boundary of the veruon space
will contain the hiyputhesis whuch is just the dispuaction of the posiive examples

Sl v v a)

M Papunimucins ) Anaesiast Pridursrs
Owpit b CRE K17

/““)»‘

bmnnmhhmem(wxmcmbkhwmummmwveam
pla.SlmiluIy.mchoMrywiﬂconsiMdﬁnhwauMmmau(my
the observed negative examples
G~y

mpvbkmtnmummmmu\cqmwhyp\anm
the § boundary will alwuys be sitply te disjunction of the observed positve
cxamples, while the (i bounlary wdlma)sbccxmgudmj\nmmo(tm
ubserved pogative examples. Thercfoce, he only examples that will be unambigu-

ously classified by § and G ae the observed uning exampies themselves. [
onder W0 converge (0 & single, final tanget coacept, we will have © present every
siogle nstance it X a3 8 wwmng example!

M Ragrarrmanectu § Aesaiis Promesec:
Oesl ol C38. K97




=

~—The Futmutﬂi.“i’!“rce Lcnrnillg// o

B —— )
Because inductive leaming requires some form of prior assumptions, or

inductive bias, we will find it useful to characterize different learning approaches
by the inductive bias! they employ. Let us define this notion of inductive bias
more precisely. The key idea we wish to capture here is the policy by which the

learner generalizes beyond the observed training data, to infer the classification
of new instances. Therefore, consider the general setting in which an arbitrary
Jearning algorithm L is provided an arbitrary set of training data D, = {(x, c(x)}))
of some arbitrary target concept ¢. After training, L is asked to classify a new
instance x;. Let L(x;. D) denote the classification (e.g., positive or negative) that
L assigns to x; after leamning from the training data D,. We can describe this
inductive inference step performed by L as follows

(Dc Axg) > L(x1, Dc)

where the notation y > z indicates that z is inductively inferred from y. For
example, if we take L to be the CANDIDATE-ELIMINATION algorithm, D, to be
the training data from Table 2.1, and x; to be the first instance from Table 2.6,
then the inductive inference performed in this case concludes that L(x;, D) =

Because L is an inductive leamning algorithm, the result L(x;, D.) that it m/’
fers will not in general be provably correct; that is, the classification £.(x;, D) need
" not follow deductively from the training data D, and the description of the new
instance x,. However, it is interesting to ask what additional assumptions could be
added to D¢ A x; so that L(x;, D,) would follow deductively. We define the induc-
tive bias of L as this set of additional ions. More precisely, we define the
inductive bias of L to be the set of assumptions B such that for all new instances x;

(BAD.Ax) W Lixi, D)

where the notation y F z indicates that z follows deductively from y (ie., that z
is provable from y). Thus, we define the inductive bias of a learncr as the set of
additional assumptions B8 sufficient to justify its inductive inferences as deductive
infe To ize,

Definidon: Consider a concept leaming algorithm L. for the set of instances X Let
¢ be an arbitrary concept defined over X. and let D, = [Lx, c(xr)}} be an arbitrary
set of training examples of <. Let L(x. D) denote the classification assigned 10
lheinﬂanocx,byLnﬁerminingond:edml),.mhduﬁlvvlﬂuo{Li;-ny
minimal set of assertions B such that for any target t ¢ and cocrespondi

training examples D,

(¥xi € X)[(B A De Axi) = L(xis D)

(EnjoySport = yes).

[ s,
Dept of CSE. KSIT.

Mr.Raghsvendrachar S Assistant Professor,
Dept of CSE. KSIT.
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their Msducuve bias allows oeodet Uscm by theur nqu) sysicras. This pw
:y-,w wysiains osdia 10 Mhelr policies for grneralising beyond the observed

8, Assistant

[
Dept of CSE, KSIT

2. Ca NDIDATE-ELIMINATION algorith

3. FIND-S: This algorithm, described earlier, finds the most specilic hypothesis

- ) /-—F - -

One advantage of viewing inductive inference systems o rum‘s_ol' their
inducﬁvebias.is&atitpmvid&sanonuocedurdmeamofdmmnpsthm;
policy for generalizing beyond the observed data. A second advantage is dm it
allows comparison of different learners according o the strength of the inductive
bias they employ. Consider, for example, the following three leaming algorithms,
which are listed from weakest to strongest bias.

1. ROTE-LEARNER: Learning corresponds simply to storing each observed train-
ing example in memory. Subsequent instances arc classified by looking them
up in memory. If the instance is found in memory, the storad classification
is roturned. Otherwise, the system refuses classify the new pstance.

m: New instances are classified valy in lhe

case where all members oflhecmwtvusiqospnoeagw_eonmec

cation. Otherwise, the system refuses to classify the new mslanco.
consistent with the training examples. It then uses this hypothesis to classify
all subsequent instances.

S, Assistant

[
Dept of CSE. KSIT
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| Questions
Module 1

. Identify various applications of Machine Learning.
. Make use of following examples to explain well posed learning problem.

. Checkers learning problem
ii. Handwriting Recognition learning problem
iii. Robot Driving learning problem

. Determine the following with respect to checkers learning problem.

i. Choosing training experience

ii. Choosing Target function

iii. Choosing Representation of Target function
iv. Choosing function Approximation Algorithm

. Design Checkers learning system using four distinct program modules.
. Identify different issues in machine learning.
. Design Find - S Algorithm.

. Apply Find - S Algorithm for the given below target concept Enjoy sport.

Example  Sky  AirTemp Humidity Wind  Water  Forecast EnjoySpont

Sunny Wam  Nomel Stong Warm  Same Yes
Sy Warm  High  Stong Wam  Same Yes
Rany Cold  High Swong Wam Chage  No |
Suny Warm  High  Stong Cool Change  Yes ;

S O —

8. Design Candidate Elimination Algorithm. |



i
‘ 9. Apply Candidate Elimmation Algorithm for the given below target concept Enjoy sport.

- e s s o

Example Sty AirTemp  Humidity  Wind ~ Water  Forecast  EnjoySport

e —— e s & @

Sumny ~ Warm  Normal  Stong  Warm  Same Yes
Sunny  Wam  High  Stong Warm  Same Yes
Rainy  Cold High ~ Stong  Warm  Change No
4 Sumny — Wam  High  Swong  Cool  Change Yes

A B

10. Design List-Then Eliminate Algorithm

11. Determine Inductive Bias With respect to the following
i. Biased Hypothesis Space
ii. Unbiased Learner
iii. Futility of Bias-Free Learning

Module 2
1. Identify Appropriate problems for decision tree learning.

2. Design ID3 Algorithm
3. Identify the necessary measure required to select the attributes for building decis
tree using ID3 Algorithm.

4. Apply ID3 Algorithm to construct the decision tree for the given target concept Pla:
tennis.

Day  Outlook  Temperature Humidity =~ Wind  PlayTennis

D1 Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3  Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
DS Rain Cool Normal  Weak Yes
D6 Rain Cool Normal  Strong No
D7 Overcast Cool Normal  Strong Yes
D& Sunny Mild High Weak No
D9  Sonny Cool Normal  Weak Yes
Dio Rain Mild Normal  Weak Yes
DIl Sunny Mild Normal  Strong Yes
D12 Overcast Mild High Strong Yes
D13 Overcas Hot Normal  Weak Yes
Di4 Rain Mild High Strong No

5. Make use of suitable example, explain the following
i. Hypothesis Space Search In Decision Tree Learning
ii. Inductive Bias In Decision Tree Learning
iii.Issues In Decision Tree Learning



1.

Determine the applic

an autonomous vehic le.

2.

3. Make use of suitable diagram, expl

Module 3

Identify the appropriate problem for N

ation of neural network which is used for learning to steer

eural Network Learning.

4. Design and derive The Gradient Descent Rule

ain the concept of single perceptron.

S. Determine why stochastic approximation is needed to Gradient descent rule?

6. Design Back propagation algorithm.

7. Derive Back propagation Rule (Case i and Case ii).

8.

Identify the remarks on Back propagation Algorithm.

Module 4

Identify features of Bayesian learning methods.

Determine Brute Force MAP Learning Algorithm.

Apply naive bayes classifier for the given training
(outlook = sunny, temperature =

- Determine Minimum Description Length Principle.

data to classify the instance
cool, humidity = high, wind = strong)

Day  Outlook Temperature H umidity =~ Wind  PlayTennis
D1 Sunny Hot High Weak No
D2 Sunny Hot High Strong No
D3 Overcast Hot High Weak Yes
D4 Rain Mild High Weak Yes
DS Rain Cool Normal  Weak Yes
D6 Rain Cool Normal  Stong No
D7 Overcast Cool Nomal  Suong Yes
D8 Sunny Mild High Weak No
DY Sunay Cool Normal Weak Yes
D10O Rain Maild Normal Weak Yes
Dy Sunny Mild Normal  Swong Yes
DI2  Overcast Mild High  Suong Yes
DI13  Overcast Hot Normal  Weak Yes
DI4  Rain Mild High  Stong No




5. Determine Bayesian belief network with representation.

6. Determine the following.

i. Conditional independence

ii. EM Algorithm

iii. Derivations of K means Algorithm

Module 5

1. Determine the following

i. Estimating Hypothesis Accuracy
ii. Sample Error and True Error
iii. Binomial Distribution

2. Determine the following
i. Confidence Intervals
ii. Central limit Theorem

iii. Comparing learning algorithms with paired t Tests.

3. Determine the following
i. Reinforcement learning
ii. Learning Task

iii. Learning ( Q Function and Algorithm)

2 ol
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1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
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Seventh Semester B.E. Degree Examination, July/August 2021
Machine Learning

3 hrs. Max. Marks: 100
Note: Answer any FIVE full questions.

Explain the designing of a Icarning system in detail. (10 Varks)

Dcfine leaming. Specify the learning problem for handwriting recognition and robot driving.

(05 Marks)

Explain the issues in machine learning. ’ (05 Marks)

Write the steps involved in'find-S algorithm. (05 Marks)

Apply candidate eliminition algorithm to obtain-final version space for the training sel
shown in Table.Q2(b) to infer which books or articles the user reads based on keywords

supplied in the article, (10 Marks)
Article | Ctime | Academes | Local |'Music | Reads
a;” | True False | False | True | True
ay | True False False | False | True
a3 False True | False | False | False Table.Q2(b)
L. g Falsc Fa]sg; +True | False | False’
as True True™ | False | False True

State the inductive bias rote-yleamer, candidate-elimination and Find-S algorithm (05 Marks)

"

Define the following terms with an example for each:

(i) Decision tree (ii) Entropy (iii) Information gain
(iv) Restriction Bias (v) Preference Bias (10 Marks)
Construct decision tree for the data set .shoWn in Table. Q3(b) to find whether a seed is
0isonous or not. . (10 Marks)
Example | Colour | Toughness Pungus Appearance Poisonous
I | Green Soft | Yes | Wrinkled Yes
2 Green Hard:, |%Yes Smooth | No
3 | Brown | Soft /| No | Wrnkled = No Table.Q3(b)
4 Brown Soﬁ"’ Yes Wrihkled = Yes |
.5 Green Soﬁ Yes l""-“’s%ooth | Yes |
6 Green .| “Hard No “|'“Wrinkled i No
7 Orange | " Soft Yes. | Wrinkled | Yes |
Explain ID3 algorithm. Give an example. (10 Marks)
Explain the issues and solutions t0ithose issues in decision tree leaming. (10 Marks)

Derive an expression for grad,lem descent rule to minimize the error. Using the same, write

the gradient descent alz,ontﬁm for training a linear unit. (10 Marks)
Write back propagation algonthm that uses stochastic gradient descent method. What is the
effect of adding momentum to the network? (10 Marks)
List the chdractcrlsncs of the problems which can be solved using back propagation
algorithm. (05 Marks)
Design a perceptron to implement two input AND function. (05 Marks)

Derive expressions for training rule of output and hidden unit weights for back propagation
algorithm, (10 Marks)



17CS73

Define Maximum a Posteriori (MAP) hypothesis. Detive an equation for MAP hypothesis
using Baye’s theorem. . (04 Marks)
Given P(A = True) = 0.3, P(A = False) = 07, PB = True |A = True) = 04,
P(B = False | A = True) = 0.6, P(B = True | A = False) = 0.6, P(B = False | A = False) = 0.4.
Calculate P(A = False/ B = False) using Baye’s rule. (06 Marks)
Given the previous patient’s data in the Table.Q7(c). Use Naive Baye’s ¢lassifics to classify
the new data (Chills = Y, Runny nose = N, Headache = Mild, Fever = Y) to find whether the

patient has flue or not. (10 Marks)
 Chills | Runny nose | Headache | Fever | Flue |
% 4' N Mild .| Y | N |
Y] Y No:. N | Y |
Y N | Strong Y | Y ]
| N Y . Mild Y | Y
I N | N . No [ N [N
N Y [ Swong | Y | Y
N Y | Strong | N | N
Y Y . Mild Y Y
Table.Q7(c)
Describe the features of Bayesian learning methods. (05 Marks)

A patient takes a lab test and the result comes back positive, It is known that the test returns
a correct positive result in only 98% of the cases and a correct negative result is only 97% of
the cases. Furthermore only 0.008 of the entire population has this disease.,

(i)~ Whatis the probability that this patient has cancer? ' p

(ii) ~ What is the probability that he does not haye cancer? T (05 Marks)
The Table.Q8(c) provides a set of 14 training examples of the target concept ‘Play Tennis’
where cach day is described by the attributes, outlook, tem perature, humidity and wind.

Day | Outlook | Temperature | Humidity | Wind Play Tennis |
D1 | Sunny | Hot __ High Weak | No
D2 Sunny Hot .~ High Strong No
D3 | Overcast . Hot | High Weak Yes
D4 | Rain | Mild | High | Weak Yes
' D5 | Rain Cool Normal | Weak | Yes
' D6 [ Rain Cool . Nommal ZS_g[ofqg__; ~ No
D7 | Overcast Cool | Nommal Strong |  Yes
D8 | Sunny Mild | ‘'High | Weak | No
D9 | Sunny Cool | Nommal | Weak |  Yes
DI0 | Rain Mild _Nommal | Weak Yes
D11 | - Sunny Mild | Nomal | Strong Yes
D12 | Overcast Mild* ;. High | Strong Yes
D13 | Overcast Hot Normal | Weak Yes
. D14 | Rain Mild High | Strong No
Table.Q8(c)

Use the Naive Bayes classifier and the training data from this table to classify the following

novel instance: <Outlook = Sunny, Temperature = Cool, Humidity = High, Wind = Strong>
(10 Marks)

Explain binomial distribution and write the expressions for its probability distribution, mean,
variance and standard deviation. (04 Marks)

20f3
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Define the following terms:

(1) Sample error

(1) True error

(1m) N% confidence interval

(1v) Random variable

(v)  Expected value

(vi) Varnance (06 Marks)
Write K-Nearest Neighbour algorithm for approximating a discrete values target function.
Apply the same for the following three-dimensional training data instances along with one-
dimcnsional output.

_S .‘(2-7)(3 3,y“—4
2xz 4,x3=9,y=8
=3, x2=8,x3=1,y=2
X|=7,X2—7,X3—2 y=m4

X1—1X7 9X3 7y 8

Consider the querypomt x1=5,x2=3,x3= 4) and K=3. (10 Marks)
List the steps used for derwmg confidence: 1;1tervals (04 Marks)
Explain CADIT system using case based reasoning. (06 Marks)

Write Q learning algorithm. Consider the following state s,. Find Q(s a,, )for R given

immediate reward as 0 and y = 0. 9 ' (10 Marks)
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Seventh Semester B.E. Degree Examination, July/August 2021
Machine Learning

3 hrs. ) Max. Marks: 80

Note: Answer‘ml;j‘i FIVE full questions.

Explain briefly steps involved in designing the learning system. (08 Marks)
Use example | given below to obtain most generalized hypothesis.
example 1. ,

X1 = <Sunny, Warm, Normal, Strong, Warm, Samc¢> +

X2 = <Sunny, Warm, High, Strong, Warm, Same> +

X3 = <Rainy, Cold, High, Strong, Warni, Change> -

X4 = <Sunny, Warm, High, Strong, Cdol, Change> + (04 Marks)
What are the limitations of find-S algorithm? (04 Marks)

Write candidate elimination algoriihm and obtain version space description for the example2
given below, ! R
Example 2: oo PR

(i) <Sunny, Warm, Normal, Strong, Warm, Same’>‘,= Yes

(it) <Sunny, Warm, Highf,’,",_Sfrong, Warm, Samg> ="Yes

(iii) <Rainy, Cold, High, Strong, Warm, Changc® = No

(iv) <Sunny, Warm, High, Strong, Cool, Change> = Yes (10 Marks)

Use cxample instances given below and obtain the proper classification. Give rational
behind the class assigned to each instance. Use the hypothesis determined from example 2 at
Q2(a). iy

X1 =<Sunny, Warm, Normal, Strong, Cool, Change> = ?

x2 = <Rain, Cold, Norpial, Light, Warm, Same> = ?

X3 = <Sunny, Warr’ﬁ':'fN'dhna], Light, Wamm, Same> = ?

X4 = <Sunny, chld;Normal, Strong,.Wam], Same>=? (06 Marks)
W,
What arc the suitable characteristigs to use tree based learning? (04 Marks)
Write ID3 algorithm and explain steps involved in it. (06 Marks)
Obtain decision tree for following expression:
(1) AAIB ot

(i) Av[BAC]
(iii) A XOR B

(iv) [A A B] v [C AD) (06 Marks)

I of 3
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a.
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a.

b.
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a.

b.

a.

b.

C.

15CS73

Consider the example given in table 1. and determine suitable decision tree.

Table 1 S
SI.No. | Outlook | Temperature Humldlty - Wind {Fnjoy‘ Sports |
l Sunny Hot ﬂ;_gh | Weak . No |
2 Sunny Hot = High | Strong | ~ No
3 | Overcast|  Hot | High Weak Yes
4 Rain - Mild . High | Weak | " "Yes |
S | Rain | Cool | Normal | Weak |  Yes |
6 Rain ~'Gool Normal | Strong. No !
7 Overcast | 'y, C6ol Normal | Strong’ Yes )
8 | Sumny |, Mild High | Weak No ’
9 Sunny Cool Normal | Weak Yes |
10 Rain Mild Normal | Weak Yes |
11 Sunny Mild Normal | Strong Yes f
12 | Overcast Mild High | Strong Yes |
13, | Overcast Hot ,Normal Weak Yes J
14 | Rain Mild | | High | Strong No ;‘
“ T (12 Marks)
LExplain limitations of ID3 algorithm. (04 Marks)

PRt

Using perceptron design Neural Network to solve following expression given in below truth
table.

X X2 Output
0 0 0
1 0 0
1 . .1 1
I i3 (04 Marks)
Write algorithm for Gradient Descenuléammg and explam (08 Marks)

What are thc advantages of Amﬁglal Neural Network” Fa (04 Marks)

1 RO
l { Tilpe

Derive the qolutlon for welght updatc rule when, the error is expressed as
e, (®) = (1d ) (08 Marks)

Write Back plopagatlon algorithm and explam (08 Marks)

Use the following cancer diagnostic statics and priori probabilities given to determine
P(cancer/®)

(1) 0.008 people can have cancer.

(i1) Positive test is correct in 98% cases. :

(iv) The negative test is correct in 97% cases. (06 Marks)

Determine the posteriori probability for concept leaming given h € H and D sct of instances

as training example (06 Marks)

Show that maxiium likelyhood hypothesis is equivalent to sum of minimum squared error.

n

hue= ""heH) (d, - h(x,))? (04 Marks)
: i

7 AF
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a.

b.

Use the example given in table 1 at Q.No.4(a) and obtain classification
nstance by applying Naive Bay's classifier.

Outlook = Sunny, Temperature = Cool, Humidity = High
Wind = Strong

Explamn Naive Bay's classificr.

Explain what 1s sample error and trug érror.
What is confidence interval? How. the confidence interval is determined?
Write steps involved in comparing hypothesis using confidence interval.

Write short note on following :
K-Nearest Neighbourhood leaming
Locally Weighted Regression

Case Based Leaming

Reinforced Leaming

L EER

Jof3

15CS73

for following

(10 Marks)

(06 Marks)

(04 Marks)
(06 Marks)
(06 Marks)

(16 Marks)
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4 ,,F’r}istmct decision t’re'@ -ysing JD3 considering the following training examples :
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Seventh Semester B.E. Degree Examh{n'hbn, Jan./Feb. 2021
Machine Lea g

3 hrs. / Max. Marks: 100
Note: Answer any FIVE full questions, éh?)s‘&ng ONE full questza/@:gm each module.
Mo
Define machine leaming. Mention fi lications|of machine learping. (06 Marks)

Explain concept leamning task wi mple. | ' %‘ (06 Marks)
Apply candidate elimination al and obtain the versi 5!gp;ace considering the training
examples given Table Q1(c). % ,

Eyes N‘gsw;gb Head | Feolor | Hair? | Smile?(TC)

|
Round i—'f’ﬁé:ngle Round | Pumple §#*Yes |  Yes }j
|

Squa uare | Square | Greejim|e" Yes No

|
Square | Triangle | Round | Yellow”| Yés |  Yes
% % %L Triangle | Round [~Green | No ,I No Jj

‘Stitare | Square | Round [*Yéllow | Yes Yes

Q e Tablé @l{c) | (08 Marks)
6Rr E

heMollowing with respec g@mgmng a Iearnm@;em :

_hGosing the training experi

ii) Choosing the target functio

iii) Choosing:a.reprcscnta t%rthc target func % Q“‘ (09 Marks)
Write Find-S algorithm4 Apply the Fmd—S f le Ql(c) to ﬁh “Tnammally specific

hypothesis. : (06 Marks)

Explain the concept ofinductive bias. - [ ’ C@ (05 Marks)
: Module?2 | %

Explain the ceﬁ%pt of decision treg f capning. Disl:uss the sary measures required (o

select the a ‘?ut d for building a d Sjon tree usmg 3 dTgonth (11 Marks)

Explain the following with resp%%? decision tree I

i attributes '

1) In tirig continuo

ii) ﬁﬂctgﬁative measures ting aftributes

iii) Handling training exa s with mlssmiattn%ute values. (09 Marks)
(0)

Weekend, Ty Weather | Pargntal availability | Wealthy | Decision class |
Hy # | Sunny ™ Yes Rich Cinema ?'
%f 7 | Sunny [4jme” No Rich Tennis |
7 Wirgy___;* " Yes | Rich Cinema |
i_ H4_ | Rai - Yes Poor |  Cinema
Hs | R4 No | Rich ~_ Home
He l?alpy Yes ' Pﬁo’g_rj_*: _:_ngnm ]
7 Windy | No | Poor [  Cinema |
B Windy No ~ Rich ~ Shopping |
_%ggﬁ "%}!@J | Ye | Rich | Cinems _ |
__Hy Sumny |  No | Rich Tennis
m i Table Q4(b) ‘ ‘ (12 Marks)
Dnscussi ssues of avoiding overfitting the data, and handling attributes with differing
costs ""Q" (08 Marks)
1of2
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Module-3
5 a. Discuss the application of neural network work which is usgc?@ steer an autonomous vet(x:)zl;l "
aArKs
b. Write Gradient descent algorithm to train a line é? along with the derivation. (08 Marks)
. Discuss the issues of convergence, local mm 1d generalization, ovcrﬁttmg and stopping
ctiterion. ‘vnf& (06 Marks)
| (‘ﬁg %“
6 a. Listthe appropriate problems forn rai';letwork lcarmng ,. (05 Marks)
b. Define preceptron and discuss it ﬁg?mg rule. (05 Marks)
c. Show the derivation of back pg} agption training rule for oﬂ\ggr*umt weights. (10 Marks)
an # Module-4 o
7 a. Explain Bayes theorenpandimiention the features of, Bay (07 Marks)
b. Prove that a maximum%ikglihood hypotheses cab be ysed to predict probabilities. (08 Marks)
c¢. Explain Naive Bayés.classifier & (05 Marks)
V i
8 a. Describe %‘éammg algorithm. (08 Marks)
b. Classify F}%‘é data and {Red, SUV, Ddestic} using Name Bayes classifier for the dataset
shown 4n Tgble Q8(b). &m"‘?’
e, Colox;ig_%z‘ Type
Red | Sports .
ed | Sports é&z)
_ Qgﬁ Sports [ %kw
“{ellow | SportsAtDomestic | No ¢
¢ | Yellow | Spost: EJi%ported Yes:.
Gﬁ Yellow | SUY .f Imported | No'v
*é;,, Yellow | S§ Imperted | “Yes
' Yellow f, & Domestic |¢ No
- & Re&ug b UV hpO}f@d“l No
PR — Red'% Sports Irnp‘g}ge\a’ Yes
vl _. Table Q8(b) (06 Marks)
C. Writgand explain EM alggfifim. ! Gb' (06 Marks)
b e Mol
9 z&%ﬁne : q} N ;
i) Sample error% Q‘
ii) True % >
iii) Confi tervals. % (06 Marks)
b. Explain K-nédrest neighbor leaming algorithm., (08 Marks)
¢. Write a note no Q - Ieamlé;@ﬂ (06 Marks)
_“d
OR
10 a. Define mean valu vzflance, standard deviation and estimation bias of a random variable.
(04 Marks)
- b. Explain locall; ted linear regression and radial basis functions. (10 Marks)
. What is reinforcctient leamning? How it differs §om other function approximation tasks?
¢ | (06 Marks)
&{ﬁ’%
,s,im.;,r" * %k kK
,20f2
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Scventh Semester B.E. Degree l«lxaminafldn, Aug./Sept.2020)
Machine Leqmin‘g

Time: 3 hrs.
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(v

|

ME(:HL(:]c-l

I a What is Machine Learning? Iixplaih;; ifferent perspectives ayld fsues in machine learning
tHy 1 g

ol

b, Lxplain the steps in designing a',lea'r"ﬁing system.

2 a
b.
3 a
b.
4 a,

b. Explain the i$sues in decision tree learning.

concept and training instarices

f

)
Explain how to model inductiv
Candidate-Elimination Algglrithm.

AT

Describe the 1D3;glgorithm for de

Ay, Lyswgw

{ ¢

ol OR |
Describe the Candidat_g‘fElimination algorithm. Expldin its working, taking the enjoy sport

i
'

oo i

iy N

"

given below:

!/

Gy

G Module:?.
Explain the concepts of entropy and inf‘om—latio gain.

L. o g
cision gre¢’learning.
e o

{ h:,"u [
'I',:‘J‘b
G, “op ™

B

%y

%,y 150573

{ "

Max. Marks %()

Note: Answer any FIVE full questions, cltpibs‘]hg ONE full question from each module.
P 4 VA

Iy
.',’

(06 Marks)

T
' (10 Marks)

4 v
C briany
.
v/

{7

Example, h S‘k? Air | Humidity |, Wind | Water | Forecast j [:njoy
i o ¥ Temp | pal | sport. |
1 "w['Sunny | Warm | Npfmal Strong | Warm | Same Yes
.2 | Sunny | Warm | High | Strong | Warm | Same | Yes
.3 | Rainy | Clod | High | Stong | Warm | Change | No
"4 | Sunny | Warm |', High | Strong | Warm | Change | Yes
Tl T, (10 Marks)

e systems by',,'t.l’ﬂ#:ry»""cquivalcnt deductive systems for

PRI

(06 Marks)

i
Aren

%,
(06 Marks)

./‘ 1,
¢ (10 Marks)

/‘!d:mr"
Uy

&

Apply ID3 algorithm for constmgtil{'g decision tree forthe following training cxample.

Lty [ Day Outlook, Témperature | Huhidity | Wind | Play Tcnnis!
| DI | Sunny |+ Hot | High | Weak No |
D2 | Suphy |  Hot .| High |Swong| No
D3 | Overgast Hot . "'''" High | Weak Yes f
D4 [ Ram Mild""" High | Weak | Yos
D5, »Rain |  Cool | Normal | Weak ~ Yes /
DG"|" Rain | ool Normal | Strong | No |
[ ™07 | Overcast | JCo0l | Normal | Strong | Yes
iy, [WD8 | Sunny | "V Mild - High | Weak No
. D9 | Sunny Cool | Normal | Weak Yes /
DIO| Rain)'|  Mild | Normal Weak Yes
D11 | Sufiiy | Mild | Normal | Strong Yes f
D12 | Qvercast [ Mild | Iligh | Strong Yes |
D13,[«Overcast | Hot | Normal | Weak Yes
Di4] Rain | Mild__ | High | Strong No |
"}

| of2

(10 Marks)
(06 Marks)



10

op o

Module-3 '

15CS73

Explain appropriate problems for Neural Network Lcarnmg wnh its characteristics.

Explain the single perceptron with its learning algorlthm.

OR '
Explain Back Propagation algorithm. !
Explain the remarks of Back propagation glgorithm.
N . ll‘x LAY
b
Mo"dule—
Explain Naive Bayes classifier.

Explain Bayesian Belief Networks‘ - gt

Explain EM algorithm. gy
Explain the derlvatlon@

Explain K-near ;sn ghbor learning algorlt
r

Explain case b easoning with exan}p}g“
, ) | ~ “OR
Wnte shorﬁ note on: T

Q leafiting

Radial basis function
Locally weighted regresswq
Sampling theory.

R )

(10 Marks)
(06 Marks)

(10 Marks)
(06 Marks)

(10 Marks)
(06 Marks)

(08 Marks)
(08 ¥arks)

(10 Marks)
(06 Marks)

(16 Marks)
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Seventh Semester BUE. Degree Examination, Dec.2019/Jan. 2020
Machine Learning

Y his Max. Marks: 40

Note: Answer any FIVE full questions, choosing ONE full question from each module.

b,

b,

Mpdule-1

What do you mean by well-posed learning problem? Explain with example. (04 Marks)

Fxpln the various stages involyéd in designing a learning system in brief. (08 Marks)

Wirite Find S nlgorithim and discuss the issues with the algorithm. (04 Marks)
OR

List the issues in machine learning, (04 Marks)

Consider the given below training example which [lnds malignant tumors from MRI scans.

Exumple | Shape | Size | Color sur face [ Thickness [ Target concept }
|| Circular | Large | Light.| Smooth | Thick Malignant f
2. | Circular | Large | Light | Trregular | Thick Malignant |
3 Oval | Large | Dark | Smooth Thin | Benign |
4 Oval | Large nghl Irregular | Thick Malignant |
5 Circular | Smalli| Light | Smooth wl/lnck Benign
Show the specific and general boundaries of the version space after applym;, candidate
climination algorithm. (Note: Malignant is +ve, chgn is —ve), (08 Marks)
Explain the concept of'inductive bias in bricf, (04 Marks)
Module-2
Discuss the two approaches to prevent over fitting the data, (08 Marks)
Consider the following set of luun11ng£xﬂm11¢5
Instance | Classification | a; | a;
L LAY
2 TS
3 ) 110
4 P 0107
5 v 0 0L
6 0 ()J |

(i)  What is the cnlmpy of this collection of training examples with respect to the target
function ¢lhssification?

(i) What is the information gain 61 a; relative 1o these training examples” (08 Marks)

OR

Define decision tree. Construct the decision tree to represent the following Boolean
functions;

i) A Al iAv(BAC ii) A XOR B (06 Marks)
Write the 1D3 algorithin, (06 Marks)

What do you menn by gain and entropy? How it is used to build the decision tree. (04 Marks)

lof?2
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15CS73

Module-3
Define perceptron. Explain the concept of single perceptron with neat diagram. (06 Marks)
Explain the back propagation algorithm. Why is it not likely to be trapped in local minima?

(10 Marks)

OR .~
List the appropriate problems for neural network learning. (04 Marks)

Discuss the perceptron training rule and delta rule that solves the earning problem of
perceptron. '

(08 Marks)
Write a remark on representation of iced ‘forward networks. (04 Marks)

_ Module-
Explain Naive Bayes classifier:.

(08 Marks)
Explain brute force MAP lcarmng algorithm. (08 Marks)

OR

Discuss Minimum Descrlptlon Length principle in‘brief. (08 Marks)

Explain Bayes:an behef networks and condmonal independence with example. (08 Marks)
| Module-’-S

Define: (1}§1lhple Error  (ii) True Error™ (04 Marks)

Explain®K-nearest neighbor learning lgorlthm. (08 Marks)

What 1 s remforcement learning? ; (04 Marks)

OR .
Define expected value, varlapce standard dev1at10n and estimate bias'of a random variable.

leae

. (04 Marks)
Explain locally welghted lmear regressmn i (08 Marks)
Write a note on Q- -learning.

(04 Marks)
"
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Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
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Seventh Semester B.E. Degree Examination, Dec.2018/Jan.2019
Machine Learning

Max. Marks:

~ Note: Answer FIVE full questtons, choosmg ONE full question from each module.

Time: 3 hrs.
1 a
b.

()
(ii)
(iii)

Mddule-

penence

ﬁi%imc{lon and

c. Comment on the issues in.machine learning

Specify the learnmg task for ‘A checkers®l€arning problem’.
Discuss the following with respect tb he above,
Choosing the trainin
Choosing the tar

Choosing a ﬁmctlo%approxnmatlon algorithm.

(03 Marks)

(09 narks)
(04 Maiks)

(10 Marks)

(06 Marks)

(08 Marks)
(08 Marks)

f W OR
2 a. Write candidate ehmﬁ%bn algorithm. Apply the ﬁlgonthm to obtain the final version space
for the training cxample
SI. No. | Sky™% .Air temp | Humidity W:m-d Water | Forecast | Enjoy sport
1 Sunngy{ Warm | Normal +|:Strong | Warm | Same Yes
2 |Synpy | Warm High | Strong | Warm | Same Yes
3 /xRainy | Cold High Strong | Warm | Change No
4y, | Sunny | Warm _High' | Strong | Cool .| Change Yes
b. Discuss about an unbiased Learﬁer '
& Module-2 -
3 a. What is a decision tree §a‘ discuss the use of decmon tree for class1ﬁcatlon purpose with an
example.
b. Write and explain dec%ree for the folléfwm g transactions:
. ’fld Refund | Martial’§tatus | Taxable Income Cheat
i ("“ 1 Yes ~Single 125: K. No
qﬂ*’ 2 No [ a, Married 100 K No
¥ 3 No %, 'Single . 10K No
o 4 | YesT| Married CPIR0K No
i 5 o = Divorced |vew 95K Yes
R 6 % Married 60K No
P 7, Divorced 220K No
ey 8 [l#No Smgf‘e’ 85K Yes
e [‘%9" No Mitried 75K No
” Pl 10 | No Sjngle 90 K Yes
\./
4 a. Forthe transa??ns shown int e‘f’ﬁ compute the following :
(1) Entroﬂ“ f the collectlo f transaction records of the table with respect to
classification.
(if) What are the mforrp{fﬁp gain of a; and a; relative to the transactions of the table?
Ay
Tostance | 1[2[3|4[5[6[7 8|9
~ |° a T|T|T|F|F|F|F|T|F
Y a T|T|F|F|T|T|F|F|T
s | Targetclass [+ [+ | — [+ | | [ [+] -
b. Discuss the decision learning algorithm.
c. Listtheyg g§sues of decision tree learning.
1 of2

Qggyw

g
r L3 ',

(08 Marks)

(04 Marks)
(04 Marks)

80
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Module-3
Draw the perceptron network with the notation. Derive an equation of gradient descent rule
to minimize the error. (08 Marks)
Explain the importance of the terms : (i) Hidden layer (ii) Gencrah/atlon (111) Overfitting

(iv) Stopping criterion (08 Marks)
OR

Discuss the application of Neural network which is used for learning to steer an autonomous

vehicle. (06 Marks)

Write an algorithm for back propagationis lgorlthm which uses stocbasnc gradient descent

method. Comment on the effect of addmg I6mentum to the nctwork (10 Marks)
Wj‘odule-

What is Bayes theorem and mazux%mn posterior hypothesns"‘s (04 Marks)

Derive an equation for MAP | ppjhesns using Bayes theorep (04 Marks)

Consider a football game bet /een two rival teams: TeamB and Team 1. Suppose Team 0
wins 95% of the time anq Peam 1 wins the remammg matches. Among the games won by
tcam 0, only 30% of Qem}pome from playing on, teams 1’s football field. On the otherhand,
75% of the victories foi‘ team | are obtained whllea pﬁaymg at home. If team 1 is to host the
next match betweer};g\e two teams, which team will most likely emerge as the winner?

¢ \‘s ‘w’ (08 Marks)
OR.
Describe Brute—force MAP learning algor'i’thm (04 Marks)
Discuss tl%e Ndive Bayees classifier. (04 Marks)
The foLIong table gives data sefrabout stolen veh@les Using Naive bayes classifier
classifythe new data (Red, SUV;,Domesnc) |

(08 Marks)
a Table -
¢l«Color | Type | Origin’ [ Stolen| :
.).|="Red | Sports | Domestic | Yes |*
| Red | Sport§-:Domestic| No |
. 7 | Red Spo}"ts ‘Domestic | Yes.,
Y Yellow §E;b1;ts Domestic |.. No
I Yellowg| Sports | Imported | Yes
Yellowy{ SUV | Imported | No
Yéllow | SUV | Imported | Yes
ok | ¥ellow | SUV | Domestic | No
({:“&R'ed SUV | Imported | No
| &”’\}! 1™ Red Spo‘rtﬁ\aelmported Yes
1,‘41:1“, P 4 w'-"r
Ny Modbte-s
-7

a. Write short nole;%grt e following;..
E m;;ﬁtmg Hypothesx ieBhracy.
Bmomlal distributiofixs«
b. Discuss the niethod of comparmg two algorithms. Justify w

(1)
(ii)

uﬂ

OR

a. Discuss the K-nearest n%ingbor language,

Discuss locally we1ghted Regression.
Discuss the learnmmlasks and Q learning in the context of reinforcement le arning. (08 Marks)

L

20f2

*

ith paired to tests method.
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Sub Code:17CS73

K.S.INSTITUTE OF TECHNOLOGY, BENGALURU - 109
DEPARTMENT OF COMPUTER SCIENCE & ENGG

Faculty Name:Mr. RAGHAVENDRACHAR.S

VII Sem A Section

COURSE END SUVERY -ACADEMIC YEAR (SEP 2020 - JAN 2021 (ODD SEM))

Subject: MACHINE LEARNING

QUESTIONARE
1 |To what extent you understand concept learning algorithms ?
2 |[How efficient you understand the concepts of Decesion Tree Learning?
3 |How efficient you understand the concepts of Artificial Neural Networks?
4 |How efficient you understand the concepts of Bayesian Learning?
5 _|How efficient you understand the concepts of Instance based Learning?
6 |How efficient you understand the concepts of Reinforcement Learning?
Sl SEM/
Name of the Student USN 1 2 3 4 5 6
No. SECTION
1 Indrasena kalyanam 1KS17CS030 VIIA EXCELLENT | EXCELLENT | EXCELLENT EXCELLENT EXCELLENT | EXCELLENT
2 P KISHORE 1KS17CS051 VIIA VERY GOOD | VERY GOOD | VERY GOOD GOOD EXCELLENT | EXCELLENT
3 DARSHAN S 1KS17CS020 VILA EXCELLENT | EXCELLENT | EXCELLENT EXCELLENT EXCELLENT | EXCELLENT
4 GANESH MAUDGHALYA H G 1KS17CS025 VIIA EXCELLENT | EXCELLENT | EXCELLENT EXCELLENT EXCELLENT | EXCELLENT
SATISFACTOR
5 AAFREEN HUSSAIN 1KS17CS001 VILA GOOD GOOD v SATISFACTORY GOOD GOOD
6 AMOGH R 1KS17CS005 VILA EXCELLENT | EXCELLENT | EXCELLENT EXCELLENT | VERY GOOD | VERY GOOD
7 MEGHANA 1KS17CS041 VILA VERY GOOD GOOD GOOD GOOD GOOD GOOD
8 CHENNAKESHAVA NT 1KS17CS019 VIIA EXCELLENT | EXCELLENT | EXCELLENT EXCELLENT | VERY GOOD | VERY GOOD
9 MANJUNATH A 1KS17CS040 VILA VERY GOOD | EXCELLENT | EXCELLENT EXCELLENT | VERY GOOD | VERY GOOD
10 |KAVITHA. s 1KS17CS034 VI A VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD GOOD
11 [NIKITA KATARI 1KS17CS047 VIIA VERY GOOD | VERY GOOD GOOD GOOD GOOD GOOD
12 |GANESHG B 1KS17CS024 VIIA GOOD GOOD GOOD GOOD GOOD GOOD
13 |AKSHITHA 1KS17C€S004 VILA VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD




. SEM / ]
::) Name of the Student USN SECTION 1 2 3 4 5 6
14 |KARTHIKTC 1KS17CS033 VIIA EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | VERY GOOD GOOD
15  |KRITHIKA JAGANNATH 1K$17CS036 VI A VERY GOOD | VERY GOOD | EXCELLENT | VERY GOOD | VERY GOOD | EXCELLENT
16 |ABHISHEK GOWDA MV 1KS17C5002 VIIA EXCELLENT | EXCELLENT | VERY GOOD | EXCELLENT | VERY GOOD | VERY GOOD
17 |JANARDHAN RAJU B 1KS18C5400 VI A EXCELLENT | EXCELLENT | VERY GOOD | VERY GOOD | EXCELLENT | VERY GOOD
18 |MEGHANAGR 1KS17CS043 VIIA VERY GOOD | EXCELLENT | EXCELLENT | VERY GOOD | EXCELLENT | EXCELLENT
19 |CHANDANA BR 1ks17cs018 VILA EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT
20  |Nikhil subramanya 1KS17C5046 VILA EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT
21 |AMOGHA MANJUNATHA K 1KS17CS006 VIIA GOOD GOOD GOOD GOOD GOOD GOOD
22 |AMRUTHA.V.DESHPANDE 1KS17€S007 VILA VERY GOOD | VERY GOOD | EXCELLENT | VERY GOOD | EXCELLENT | EXCELLENT
23 |DEEPIKASH 1K$17€S022 VI A GOOD SAT'SRF:CTO GOOD VERY GOOD | VERY GOOD | VERY GOOD
24 [NISHCHITHA C 1K517CS048 VIl A VERY GOOD | VERY GOOD | VERY GOOD | EXCELLENT | EXCELLENT | EXCELLENT
25 |KRUTHIKA B M 1K$18CS401 VIl A EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT [ EXCELLENT | EXCELLENT
26  |SHRIRAKSHA S KANAGO 1K$17€5102 VIIA VERY GOOD | VERY GOOD | EXCELLENT | VERY GOOD | EXCELLENT | EXCELLENT
27 [LAVANYAV 1KS17CS037 VI A EXCELLENT | VERY GOOD | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT
28 |ASHISH K AMAR 1KS17CS013 VIIA VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD | EXCELLENT | VERY GOOD
29 (B LAKSHMI PRASANNA 1K$17€S014 VIIA GOOD GOOD GOOD GOOD VERY GOOD | VERY GOOD
30 [ANUSHREE ) 1K$17€S011 VI A VERY GOOD | VERY GOOD | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT
31 |GAUTHAMCR 1KS17CS026 VIIA VERY GOOD | VERY GOOD | VERY GOOD GOOD VERY GOOD | VERY GOOD
32 [Nitish Kumar Gupta 1KS17C€S049 VIl A EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT
33 |AnoopPS 1KS17CS008 VIl A EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT
34 |ANUSHA AG 1KS17€5010 VIIA GOOD GOOD | VERY GOOD GOOD GOOD l GOOD
35 |MEGHANA.H.S 1KS16CS042 VLA EXCELLENT | VERY GOOD | VERY GOOD | VERY GOOD | EXCELLENT l EXCELLENT




SL

SEM/

No. Name of the Student USN SECTION 1 2 3 4 5 6
36 |HARSHITRAV 1KS17C€S029 VI A EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT
37 |MEGHANAG 1KS17CS042 VILA EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT | EXCELLENT
38 |AKSHATHA RAMESH 1KS17CS003 VIIA GOOD GOOD GOOD VERY GOOD GOOD GOOD
30 |NYDILEGR 1KS17CS050 VILA VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD
40 |BHAVESH BHANSALI 1KS17CS016 VIIA VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD | VERY GOOD
41 'CHAITRA 1KS17Cs017 VIIA VERY GOOD GOOD VERY GOOD GOOD VERY GOOD | EXCELLENT
lL 42 iMOUNIKA MKL 1KS17Cs044 VIIA EXCELLENT | EXCELLENT | EXCELLENT EXCELLENT EXCELLENT | EXCELLENT
\1 43 iKEERTHLN IKS17CS035 VILA VERY GOOD GOOD VERY GOOD | VERY GOOD | EXCELLENT | EXCELLENT
[1 44 L‘anuhya kulkamni 1KS17CS009 VIIA EXCELLENT | EXCELLENT | EXCELLENT EXCELLENT EXCELLENT | EXCELLENT
1‘:5 £EKARAN RAGHUNATH 1KS17CS032 VIIA EXCELLENT | EXCELLENT | EXCELLENT EXCELLENT | EXCELLENT | EXCELLENT
i 46 \LOKESH 1KS17CS038 VIIA VERY GOOD | EXCELLENT | EXCELLENT | VERY GOOD SATIS:YACTO SATISFACORY
‘L 47 iNEHA K 1KS17CS045 VIIA VERY GOOD | EXCELLENT | EXCELLENT EXCELLENT | VERY GOOD | EXCELLENT
O
Qe r—

Signature é Faculty
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17CS73 3
SL 1A1 5 AN G| s A2 A2
No = Nameot theSiacu COl1 C02 CO1 CcO2 C0O2 CcOo3 CO4 CO2 Cco3 COs CO4 COs Hes
18 12 6 4 6 18 6 2 6 2 12 18 4 6 60
1 | 1KS17CS001 |AAFREEN HUSSAIN 17 11 6 4 6 17 5 2 6 2 7 6 4 6 31
2 | 1KS17CS002 |ABHISHEK GOWDA M.V 18 12 6 4 6 17 3 2 6 2 12 18 4 6 38
3 | 1KS17CS003|AKSHATHA RAMESH 18 11 6 4 6 17 5 2 6 2 12 12 4 6 42
4 | 1IKS17CS004|AKSHITHA B.S 18 12 6 4 5 17 6 2 6 2 12 6 4 6 22
5 |1KS17CS005|AMOGH.R 17 12 6 4 6 16 5 2 6 2 12 14 4 6 25
6 | 1IKS17CS006| AMOGHA MANJUNATHA K 16 12 6 4 6 17 5 2 6 2 12 18 4 6 29
7 | 1KS17CS007|AMRUTHA.V.DESHPANDE 18 12 6 4 6 17 5 2 6 2 12 12 4 6 26
8 | 1KS17CS008|ANOOP.P.S 17 12 6 4 6 18 5 2 6 2 12 12 4 6 36
9 | 1KS17CS010|ANUSHA.A.G 17 12 6 4 6 17 5 2 6 2 12 6 4 6 41
10 | 1IKS17CS011|ANUSHREE.J 18 12 6 4 6 17 5 2 6 2 12 6 4 6 33
11 | 1IKS17CS013 |ASHISH.K.AMAR 16 12 6 4 5 17 5 2 6 2 12 18 4 6 32
12 | IKS17CS014|LAKSHMI PRASANNA.B 18 12 6 4 6 17 6 2 6 2 12 15 4 6 36
13 | IKS17CS016|BHAVESH BHANSALI 17 12 6 4 6 17 5 2 6 2 12 6 4 6 26
14 | IKS17CS017|CHAITRA 17 12 6 4 6 17 5 2 6 2 12 15 4 6 44
15 | 1IKS17CS018| CHANDANA.B.R 18 12 6 4 6 17 5 2 6 2 12 18 4 6 39
16 | IKS17CS019|CHENNA KESHAVAN.T 17 12 6 4 6 17 5 2 6 2 6 18 4 6 40
17 | 1KS17CS020|DARSHAN.S 18 12 6 4 6 15 5 2 6 2 6 6 4 6 10
18 | 1IKS17CS021 |DEEKSHITHA.R 16 11 6 4 6 17 6 2 6 2 12 6 4 6 25
19 | 1KS17CS022|DEEPIKA.S.H 18 12 6 4 6 17 5 2 6 2 12 16 4 6 26
20 | 1KS17CS023|DIVYA YASHASWI KANNEY 18 12 6 4 6 17 5 2 6 2 NA NA 4 6 AB
21 | IKS17CS024|GANESH.G.B 18 11 6 4 6 17 5 2 6 2 12 6 4 6 32
22 | 1IKS17CS025|GANESH MAUDGHALYA H.G 17 9 6 4 6 17 5 2 6 2 12 12 4 6 21
23 | IKS17CS026|GAUTHAM.C.R 17 9 6 4 6 16 5 2 6 2 12 6 4 6 33
24 | 1IKS17CS027|H.PRIYANKA 18 12 6 4 6 16 5 2 6 2 12 18 4 6 50
25 | IKS17CS028 | HANUMESH.V.T 16 12 6 4 6 17 5 2 6 2 12 13 4 6 33
26 | 1IKS17CS029|HARSHITHA.V 18 12 6 4 6 17 5 2 6 2 12 13 4 6 21
27 | 1IKS17CS030|INDRASENA KALYANAM 17 12 6 4 6 18 5 2 6 2 12 16 4 6 24
28 | 1KS1 7C80321KARAN RAGHUNATH 16 11 6 4 6 17 5 2 6 2 12 12 4 6 29




T7CST) EET e
SL USN Name of the Student il Al A A s
No COl CO2 COl CO2 CO2 CO) CO4 CO2 CO) COd CO4 COS CO4 COS
18 12 3 4 3 18 6 2 6 2 12 18 4 6 60
29 | IKSI17CS03I [KARTHIK.T.C 18 12 3 [ 3 17 5 2 3 2 12 12 4 6 40
30_| IKS17CS034|[KAVITHA.S 8 12 o 4 6 17 s 2 o 2 12 12 4 6 34
31| IKS17CS03$|KEERTHLN 18 12 [ [ [} 17 s 2 3 2 12 12 [l 6 20
32 | IKS17CS036[KRITHIKA JAGANNATH 18 12 [ 4 ] 17 [} 2 3 2 12 18 4 6 40
33 | IKS17CS037|LAVANYAV s 12 6 F) 6 17 5 2 6 2 12 16 4 [ 13
34 | IRS17CS038|LOKESH.B.M 16 12 3 4 [ 17 s 2 6 2 10 9 4 6 24
35 | IKS17CS040 [MANJUNATH.A 17 1l 3 4 6 17 5 2 3 2 12 12 [l 6 29
36 | IKS17CS041 [MEGHANA.C.V 18 12 3 4 6 17 5 2 3 2 12 18 4 6 32
37 | IKS17CS042 |MEGHANA.G 18 12 6 4 6 17 [] 2 6 ) 12 12 4 6 30
38 [ IKS17CS043 [MEGHANA.GR 14 12 [3 4 [3 17 $ 2 6 2 12 18 4 6 29
39 | IKS17CS044|MOUNIKA.MK.L 18 12 6 4 [3 17 s 2 [3 2 12 6 4 6 35
40 [ IKS17CS045 [NEHA.K 17 12 6 4 6 17 5 2 3 2 12 [ 4 6 3
41 | IKS17CS046 [NIKHIL SUBRAMANYA K 16 12 6 4 6 17 s 2 3 2 12 14 4 6 27
42 | IKS17CS047|NIKITHA KATARI 18 1 6 4 s 16 5 2 3 2 11 17 4 6 24
43 [ IKS17CSO48|NISCHITHA.C 18 12 6 4 6 17 s 2 3 2 12 6 4 6 21
44 | IKS17CS049|NITISH KUMAR GUPTA 12 1l 6 4 6 17 NA 2 3 2 12 15 4 6 21
45 [ 1IKS17CS0S0[NYDILEG.R 18 12 6 4 [3 17 s 2 3 2 12 3 4 6 26
46 | 1IKS17CS051|P.KISHORE 17 12 6 4 6 17 s 2 3 2 12 12 4 6 32
47_| IKS17CS052|PARTH.P.SHAH 16 12 6 4 3 17 6 2 3 2 3 18 4 6 39
48 | 1KS17C5053[PAVANLM 16 12 6 4 6 17 3 2 3 2 10 18 4 6 48
49 | IKS17CS055|POOIA.R 17 12 6 4 6 17 6 2 6 2 12 18 4 6 25
50 | IKS17CS056|PRASHANTH.K 16 11 6 4 s 18 6 2 6 2 s 10 4 6 33
51 | 1KS17CS057|PRAVEEN 14 8 6 4 s 15 [ 2 6 2 NA 9 4 6 38
52 | IKS17CS058[PRAVEEN.A 16 12 6 4 s 18 4 2 6 2 NA 4 4 6 32
53 | IKS17CS059|PRAVEEN.S 16 10 6 4 5 18 6 2 6 2 11 14 4 6 21
54| 1KS17CS060[RAJASHREE SHIVAKUMAR 18 12 6 4 s 18 6 2 3 2 3 18 4 6 29
55 | IKS17CS061 |RAKSHITH.R 1 12 6 4 s 18 6 2 3 2 6 12 4 6 28
56 | IKS17CS062[ROHITHK 16 1 6 4 5 18 6 2 6 2 6 18 4 6 21
57 | IKS17CS063 [ROHITH.R 17 1l 6 4 s 18 6 2 6 2 2 12 4 6 24
58 | 1KS17CS064|ROOPASHREE.N 17 12 6 4 5 18 6 2 6 2 6 18 4 6 42
59 | 1KS17CS065[ROSHINLR 17 10 6 4 5 18 5 2 6 2 12 18 4 6 36
60 | IKS17CS066|RUCHITHA.GK 17 12 6 4 5 18 6 2 6 2 6 18 4 6 41
61 | 1KS17CS067[S.MONIKA 18 11 6 4 s 18 5 2 6 2 6 12 4 6 28
62 | IKS17CS069|SAI KUMAR.L.S 16 1 6 4 6 18 6 2 6 2 9 12 4 6 a1
63 [ 1KS17CS070|SAI SNEHA.S.V 18 12 6 4 6 18 6 2 6 2 12 18 4 6 33
64 | 1KS17CS071]|SAKSHI KUMARI 18 12 6 4 f] 18 6 2 6 2 12 12 4 6 31
65 | 1KS17CS072|SANDESH NAIKAL 17 12 6 4 s 18 6 2 6 2 9 15 4 6 27
66 | 1KS17CS074|SHARANYAH 12 12 6 4 5 6 6 2 6 2 NA | NA 4 6 12
67 | 1KS17CS075[SHASHANK SHET.K 18 12 6 4 s 18 6 2 6 2 12 13 4 6 33
68 | 1KS17CS076|SHREYAS.R 18 12 6 4 5 18 6 2 6 2 12 6 4 6 21




17CS73

st 1Al Al 142 42 SEE
No| USN e col coz | col | coz co2 €03 | co4 | coz | cos | cos | cos | cos | cos | cos

18 12 6 4 6 18 6 2 6 2 12 18 4 6 60

69 | IKS17CS077|SHRI HARSHA KULKARNI 11 12 6 4 5 15 5 2 6 2 NA 12 4 6 25
70 | IKS17CS078|SINDHU.H.S 17 12 6 4 6 18 6 2 6 2 12 18 4 6 34
71 | IKS17CS079|SINDHU.M 17 12 6 4 5 18 6 2 6 2 8 12 4 6 4
72 | 1K517CS081|SPOORTHLR 18 12 6 4 6 18 6 2 6 2 6 18 4 6 33
73 | 1K517CS082|SPOORTHLV 18 12 6 4 s 18 6 2 6 2 NA | NA 4 6 33
74 | 1KS17CS083|SRIKALA K. M 17 12 6 4 s 17 6 2 6 2 12 18 4 6 46
75 | 1KS17CS084|SRUSHTLA 18 12 6 4 6 18 6 2 6 2 12 12 4 6 32
76 | 1KS17CS085|SUJANA.GN 17 12 6 4 5 18 6 2 3 2 12 18 4 6 26
77 | IKS17CS086|SUPREETHA R KASHYAP 16 12 6 4 5 18 6 2 6 2 10 18 4 6 30
78 | 1IKS17CS087|SUPRIYA K 17 12 6 4 s 18 6 2 6 2 12 18 4 6 39
79 | 1KS17CS088|SURAKSHITHA M 18 12 6 4 6 18 6 2 6 2 6 18 4 6 a3
80 | IKS17CS089|SWATI PAI 18 12 6 4 5 18 6 2 6 2 12 18 4 6 32
81 | 1KS17CS090|T K DHANUSHREE 18 12 6 4 s 18 6 2 6 2 6 12 4 6 29
82 | IKS17CS091| 17 0r OLx STVASAT 17 12 6 4 5 18 6 2 3 2 10 | 16 4 6 24
83 | 1KS17CS092|TEJAS.C.S 17 12 6 4 6 18 6 2 6 2 12 18 4 6 51
84 [1KS17CS093[THARUNK 18 12 6 4 5 18 6 2 6 2 2 12 4 6 34
85 [1KS17CS094| VARSHINLN.PRAKASH 14 12 6 4 6 12 6 2 6 2 s 12 4 6 27
86 | 1IKS17CS095|VARSHITHA S 18 12 6 4 5 18 6 2 6 2 8 15 4 6 27
87 | 1IKS17CS096|VARUN ATTIGANAL VENKATESH 17 12 6 4 5 18 6 2 6 2 12 18 4 6 29
88 | IKS17CS097|VARUN R REDDY 18 12 6 4 s 18 6 2 6 2 4 16 4 6 8
89 | 1KS17CS098| VIKRAM SHIVAPPA CHATTARAKI 17 12 6 4 5 18 5 2 6 2 NA 18 4 6 9
90 | 1KS17CS099| VINAY RAMARAO BIRADAR 17 12 6 4 5 16 5 2 6 2 4 12 4 6 23
91 [1KS17CS100[VISHALM.S 17 12 6 4 5 18 6 2 6 2 3 12 4 6 29
92 [1KS17CS101 [VYBHAVL) 18 12 6 4 S 18 6 2 6 2 12 18 4 6 33
93 | IKS17CS102|SHRIRAKSHA S.KANAGO 17 12 6 4 6 17 s 2 6 2 12 13 4 6 21
94 | 1KS18CS401 [KRUTHIKA.BM 17 11 6 4 6 17 5 2 6 2 NA | NA 4 6 13
60% of Maximum marks (X) 11 07 04 02 04 11 04 01 o4 01 07 1n 02 04 36

No. of students above X 94 94 94 94 94 93 93 4 94 o4 66 n o4 94 23

Total number of students (Y) 94 94 94 94 94 94 93 [T 94 [ 86 90 94 o4 93

CO Percentage 10000 | 100.00 | 10000 ]100.00f 10000 | 9894 |100.00 10000 100.00  100.00 | 76.74 | 80.00 | 100.00 | 10000 | 2473

COl1 CO2 CO1 CO2 CO2 CO3 | CO4 | CO2 | CO3 | co4 | cos | cos | cos | cos SEE




DIRECT COURSE
NME AVG
co SEE ATTAINMEN | Lovet | ExiT [LEvEL{ATTAT mwloa | m|a|lw]|a
T RVEY
ol 2473 6237 3.00 §ymms .00 3 TO1 | 100,00 | 10000 :g g
Cco2 24T 6237 300 | 9808 3.00 3 CO2_| 100.00 | 10000 | 10000 100 s
[Co3! 24.73 62.10 300 | 9808 3.00 3 CO. 9894 | 100 O BB T
codf 2473 59.46 200 | 9805 | 3.00 2.1 CO4 10000 ] 100 | 7674 T
co3) U7 §737 200 | 9805 | 3.00 21 o3 80.00
A 2.64
Significance For Direct attainment , 50% of CIE and 50% of SEE marks are considered.
60% and above students should have scored >= 60% of Total marks For indirect Course end survey is considered.
55% to 59% of students should have scored >= 60% of Total marks ICO attainment is 90%of direct attainment + 10% of Indirect atttainment.
50% 1o 54% of students should have scored >= 60% of Total marks PO attainment = CO-PO mapping strength/3 * CO attainment .
CO ATTAINMENT
Co-Po Mapping Table
co's |__po1 PO2 PO3 PO | POS | PO6 | PO7 | POS | POS | POIO | POIL | POI2 | PSOI PS02
co1 3 2 2 - 2 - - - - J1o] - 100 | 3 2
I I l I co2 3 2 2 - 2 = 8 - - 100 | - 1.00 3 2
Co3 3 2 2 - 2 - - - - 1.00 - 1.00 3 2
1 2 3 4 s COo4 3 2 2 - 2 - - - - 1.00 - 1.00 3 2
@ [ 3 2 2 - 2 - - z - 1.00 2 1.00 3 2
AVG |__3.00 200 200 - 200 E - 2 = 1.00 : 100 | 300 200
PO ATTAINMENT TABLE
Cco Cco
cos Au.x-;aa in RL;UL PO1 PO2 PO3 PO4 | POS | POS | PO7 | POS | POS | PO10| POI1 | POI12 | PSO1 | PSO1
co1 .00 Y 00 200 200 - 20 2 : : : 1.00 - 100 00 300
Cco2 X7 Y 00 200 00 : 2K = . < - 100 3 1 2
03 7 Y X ) 00 . ¢ - 3 : = 100 - % 2 3 %
CO4 2 Y 30 30 - 30 5 : = " 0.70 s 70 | 2 140
oS 3 Y 2 20 40 : O 2 : ~ Ton ] - 70 | 2. 140
Average 2.64 76 76 1.76 s - . - 0388 s 088 | 264 1.76

gotls (g

Head of the Depanment
Dept. of Computer Science & Engg
K.S. Institute of Technology
Bengaluru -560 109
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